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Dear Reader,

Thank you for choosing Cisco Network Professional’s Advanced Internetworking Guide.
This book is part of a family of premium-quality Sybex books, all of which are written by
outstanding authors who combine practical experience with a gift for teaching.

Sybex was founded in 1976. More than thirty years later, we’re still committed to pro-
ducing consistently exceptional books. With each of our titles we’re working hard to
set a new standard for the industry. From the paper we print on to the authors we work
with, our goal is to bring you the best books available.

I hope you see all that reflected in these pages. I'd be very interested to hear your com-
ments and get your feedback on how we’re doing. Feel free to let me know what you think
about this or any other Sybex book by sending me an email at nedde@wiley.com, or if you
think you’ve found a technical error in this book, please visit http://sybex.custhelp.com.
Customer feedback is critical to our efforts at Sybex.

Best regards,

)1,

Neil Edde
Vice President and Publisher
Sybex, an Imprint of Wiley
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Introduction

When I started this project, I had two requirements and I strived throughout the book to
balance both of them. My first requirement comes from being an instructor and consultant
for 10 years now. In that time, I have found a consistent void with most of my students

and clients. It is not that clients are unwilling to implement new technologies. It is not that
students are unable to learn about new technologies. The void is between those two. You
learn about new technologies, but often the knowledge you gain does not provide a solid
understanding of where in the network the new technology resides. You get design models,
learn commands to turn features on and off, but you don’t know where to locate the device
or why to implement a particular application or feature.

For this reason, I have written this book in the form of a single case study that runs
through the entire book. The case study revolves around a single, fictitious company that I
created for the sole purpose of explaining where and why technologies should be placed in
a real network. I hope that they do not become just objectives in a book for you to memo-
rize. The Real World Scenarios are designed to trigger your thought process and allow you
to find practical applications in your own networks.

Speaking of objectives, this brings me to the second requirement for the book. That
requirement is to fill a hole in having a single source of information, a place to learn about
all of the common technologies used by network engineers today.

To provide an outline for those common technologies, I used the objectives in place as of
January 2009 for the Cisco Certified Network Professional (CCNP) certification. It would
be difficult to cover every single objective from this certification track in one book, but you
will find T have covered a vast majority of the objectives. My hope is that you will find this
book a valuable supplemental guide in your studies as you endeavor to attain the coveted
CCNP certification.

The challenge was getting as many technologies into the book with enough detail so you
would to know where and how to use them. There is not enough room in a single book to
cover every possible solution or every single command and option you could use to accomplish
a task. I do recommend some of the best and most common ways to accomplish the tasks.

On that note, I hope that my coverage of wireless technologies in the last two chapters of
the book will pique your interest in the exciting new technologies in wireless LANs. If you
want a more in-depth fundamental look at how wireless networks operate and all of the
fun, new toys (I mean wireless devices) that you can use to implement them, then watch for
the new CCNA wireless book that Todd Lammle and I are currently writing for Sybex.

Who Should Read This Book

I highly recommend to anyone reading this book to have their CCNA certification or a firm
understanding of the objectives and concepts covered. I put so many technologies into this
one book, and covered as much of the CCNP material as possible that I didn’t have the space
required to review all of the CCNA material.
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How to Use This Book

This book not only covers many exciting and complex networking topics but shows you the
steps required to design a full corporate internetwork. If you follow the chapters in order,

I walk you not only through building single VLANSs and subnets but through the security,
voice, QoS, and wireless technologies you need to implement an entire campus network.

How This Book Is Organized

In Chapter 1, I provide for you an explanation of Cisco’s current design methodologies.
This includes a discussion on Cisco’s Enterprise Composite Design Model and how that
model has evolved over the years. Even a little bit about where it may go in the future.

Following the design section of Chapter 1, I break down for you in detail what you can
expect to accomplish in each chapter of the book and explain why I organized the book the
way I did.

After that, I describe for you the case study that is the framework for the book. This
includes background of FutureTech, Inc., the network layout that the company has, and the
technologies you are going to implement over the course of the book. You will be acting
as the senior network engineer for the company (or the highly paid expert consultant that
helps them through the process, if that sounds better to you).

The last thing that I cover in Chapter 1 is the equipment and lab setup you can use to
test and practice the technologies and topics you go through in the book. I will give you a
breakdown of the topology that I will be using and supplemental equipment that can be
used in exchange for the equipment that I have in my setup.

With those details out of the way, I jump right into helping you build your network.
Chapter 2 provides the lowdown on switching. Here you get a look at Layer 1 and Layer
2 functionality and access layer devices, creating a strong foundation from which to build
the rest of the network. Then, I get into some Layer 3 functions with inter-VLAN routing.
In Chapter 3, I walk you through controlling the topology and your connections. By the
time you’ve finished Chapter 3 you will understand all of the functions of STP and how it
prevents broadcast storms, multiple frame copies, and protects the stability of the MAC
address table.

In Chapters 4 through 7, you learn specifically about the routing process itself and how to
give routers the information they require. I cover both static and dynamic routing protocols in
depth, along with ways to filter and control the propagation of routing information between
routers and routing domains. I also provide you with the means to verify and troubleshoot
your network connections.

Chapters 8 through 10 teach you about protocols and functions that make your net-
work more reliable and efficient. In Chapter 8, I cover multicast. Here you learn what
makes multicast work and see some of the configurations available to help you cope with
increased use of applications and programs that send large amounts of data to a whole
group of users. Continuing in this vein in Chapter 9, I give you the nuts and bolts of Inter-
net Protocol version 6 (IPv6). In Chapter 10, I show you how to provide redundancy and
load balancing features to your network using just your routers. You learn to configure
and use HSRP, VRRP, and GLBP.
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In Chapters 11 and 12, I show you how to set up WAN connections, both for small and
home offices and major corporate connections. In particular in Chapter 11, I cover DSL
and broadband cable technologies, as well as basic frame mode MPLS. In Chapter 12, you
learn about Virtual Private Networks (VPN) and use the graphical tool Cisco Security
Device Manager to configure a Site-to-Site VPN, a GRE tunnel, and I introduce you to
Cisco Easy VPN.

Securing your network is the emphasis in Chapters 13 through 16. In Chapter 13, you
learn about the built-in features that are available to secure routing devices, how to use
AutoSecure to lock down CLI services, and try out the SDM the Security Audit and One-Step
Lockdown wizards. Chapter 14 provides a solid foundation in Layer 2 security. In Chapter
15, T walk you through configuring the firewall with Cisco Security Device Manager (SDM).
Chapter 16 takes you into the exciting and ever-changing world of intrusion detection and
intrusion prevention.

Voice traffic is introduced in Chapter 17. The primary focus of this chapter is under-
standing the requirements for carrying voice traffic on the data network that you have
been building. In Chapter 18, I cover Quality of Service (QoS). This framework of multiple
protocols and mechanisms allows you to control the flow and timing of traffic across
your network.

Wireless services, topologies, management, and security are the focus of Chapters 19
and 20. In Chapter 19, I take you through some of the basic devices, wireless clients, and
wireless access points (APs), and show you how to configure and operate them. I show you
the newest implementation strategy for wireless devices. To wrap things up in Chapter 20,
I take you through a whole new line of management devices and software that have been
created to help you implement and control the wireless LAN.

At the end of the book you will find two glossaries. I hope that you find them useful.
The first glossary is a list of terms and their definitions. The second glossary is a list of
acronyms and what they mean. I always tell my students at the beginning of a class to
make a vocabulary and acronym list, or if they need more than a list I suggest flash cards.
So many times a simple term or abbreviation has prevented a student from understanding
or answering a question.

The Book’s CD

In addition to a digital copy of this book, the included CD contains many text files from
the actual configurations included in the book. It also has a couple of bonus exams so that
you can review and ensure that the concepts from the book are sticking with you.






Enterprise Network
Design

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v' Compare methodologies used to design a network
v Identify network requirements to support the organization
v Describe the Enterprise Composite Network Model

v' Describe the Cisco Services-Oriented Network Architecture



I start off by showing you the components and practices that

: will allow you to design and implement a network—not just
BESASTS any network, but the perfect network for a given situation. It
will be properly sized and have high availability features throughout. All of the devices will
be chosen with the proper resources for the load they will carry. I introduce some design
models to help you understand how to connect those devices together and help you ensure
that it can grow and remain stable in the future. Basically, you will find out how to make

a network that is high speed, low drag, and leaves you the hero. Hopefully with a raise!

? For up-to-the-minute updates on this chapter, check out www. sybex.com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

The Three-Layer Hierarchical
Design Model

For years, the three-layer model has been used to design and evaluate networks with a
good amount of success. The three-layer model, as shown in Figure 1.1, provided you with
three design areas. The three layers are the access, distribution, and core layers. Using a
layered approach allows a network designer to logically define the network in terms of
functions and devices. The result is a network that can be easily managed and has deter-
ministic failure built in.

Concept: Deterministic Failure

Although no one wants a device or link to fail, every seasoned network administrator
knows that failures occur. Deterministic failure allows you to implement secondary or
standby devices to take over for a failed primary or permits a redundant link to relieve the
traffic load for a downed link. Deterministic failure allows you to predict exactly how a
network will respond when a device or link fails.
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FIGURE 1.1 Three-layer hierarchical design model

core Layer H

Access Layer The access layer connects all of the hosts and user workstations. This layer
uses switches with high port density or the lowest cost per port device. The switch devices in
this layer should also have the ability to make or use higher speed uplinks to the other layers.
Depending on the switch platform that is used, there might be built-in uplink ports that have
greater bandwidth capacity. It may also be necessary to create and use EtherChannel links
from the access layer to the other layers. Those uplinks should be redundant so that the loss
of any one link does not prevent the traffic from getting out of the access layer. Normally, the
redundant connections in the access layer are Layer 2 connections, which means Spanning
Tree Protocol (STP) controls the forwarding and blocked links preventing loops in this area
of the network. I discuss STP in Chapter 3, “Spanning Tree Protocol.”

Concept: EtherChannel

EtherChannel is a feature that allows you to bind together more than one interface, which
gives the switch a higher bandwidth connection between devices. | cover EtherChannel
later in Chapter 2, “Switching.”

Distribution Layer The distribution layer serves as the aggregation point for all of the
access layer networks and devices. Filtering and security are implemented here. It is the point
in the network where routing and filtering decisions are made. Features such as quality of
service (QoS) policies, access control lists (ACLs), and route filtering should also be placed at
this layer.
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Distribution layer devices must have the capacity to process and forward traffic from all of
the connected devices. Here, you will find all the redundant connections from access layer
devices, as well as redundant connections to the core layer.

Core Layer The core layer primarily provides high-speed transport for data. There should
be very little manipulation of the data in this layer. No filtering or access lists are found
here. All of the connections in and out of the core layer should be redundant for high avail-
ability. The redundant links in the core layer and down to the distribution layer devices are
usually routed or Layer 3 links. Having a routing protocol determine which links are used
makes the time to transition from the primary link to the secondary link much shorter than
when STP is being used. I discuss this difference later in the chapter.

You might be asking right now, “What if my network isn’t large enough for all of
those layers?”

Well, that is a very good point. Not all networks require all three layers. In fact, many
small- and medium-sized networks are designed with only two. The functions of all three
layers still exist and are still necessary. In these networks, the distribution and core layers
are pushed together in what is called a collapsed core design. The collapsed core design
allows for a simplified and cost effective network.

The three-layer model has been very successful due to its simplicity. However, the
requirements for networks today have increased tremendously and require a more detailed
and feature-rich model for design. This complexity has brought about the Enterprise Com-
posite Network Model.

Enterprise Composite Network Model

The Enterprise Composite Network Model was introduced to provide a more detailed strategy
for designing networks. Previous design models did not define how to make specific connec-
tions or how the network should expand over time. Networks, therefore, grew with no direc-
tion. Network administrators had little control over the way networks reacted to change.

To ensure that this doesn’t happen to your network, I’'m going to show you some design
practices and components that will give you a scalable and highly available network for
years to come. We all need job security and these techniques will make you the rock star
of your network!

The Enterprise Composite Network Model is based on the three-layer model. The new
model is broken into more pieces, so we can more easily define their function and physical
connections. Figure 1.2 shows the areas of the model that I’ll cover.

In the Figure 1.2, you can see that the design model has three main pieces or modules.

=  Enterprise Campus
= Enterprise Edge

= Service Provider Edge
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Each of these pieces is further divided to define specific distinct functions for the
network.

FIGURE 1.2 Enterprise Composite Network Model
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The Enterprise Campus section of the network is the real meat and potatoes in the design.
It houses all of the local area networks (LANs). LANSs start by connecting the users and
end devices. Connecting LANs gives a path through the network to the core or backbone,
which provides a central connection point for everything in the network. In the following
sections, I’ll introduce you to each of the components that make up this area of the net-
work. Figure 1.3 shows the components in the Enterprise Campus Module.
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FIGURE 1.3 Enterprise Campus Module
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The Campus Infrastructure Module is really made up of two primary building blocks for a
network: the switch block and the campus core.

A switch block is often referred to as a building switch block because a campus with
multiple buildings often has a separate switch block for each building. The switch block is a
combination of the access layer and the distribution layer for a particular part of the network.
The part of the network that a switch block represents depends on a couple of things, first
of which is the number of users or end devices in the switch block. The second major factor
is the type and amount of traffic that will be transmitted through it. P’ll cover the different
types of traffic and the effects on the network in much greater detail later in the book.

The second piece of the Campus Infrastructure Module is the campus backbone. Like the
core block described in the three-layer model, the campus backbone is in place to transport
data as quickly and efficiently as possible. It is the central point in the network and carries all
of the traffic from the building switch blocks, edge block, and server farm block. Since it will
carry all of that traffic, the backbone must be sized to handle at least the sum of traffic that
all of the distribution switches carry. The backbone of a network today is often implemented
as a Layer 3 (the network layer in the open-systems interconnection (OSI) model) or routed
core. With the vast improvements in multilayer switches in recent years, there is not the huge

performance loss using a routed solution. I’ll tell you about the benefits of multilayer switches
in Chapter 2, “Switching.” A routed core provides link redundancy and failover. Routing pro-
tocols have the ability to load balance across multiple links and utilize whatever path may be
left after a failure. The benefit of using multiple links is not the only thing a Layer 3 core pro-
vides. Routing protocols give much more control in determining what links will be used when
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a failure occurs, and the time a routing protocol takes to fail over the link is much shorter
than what spanning tree protocol (STP) can provide in a Layer 2 solution.

Network Management Block

The next component in the Enterprise Campus is the Network Management Block. Enterprise
networks today, with their vast number of devices and services, must be managed with a man-
agement tool or an entire suite of tools and applications. In the past, a management network
or virtual local area network (VLAN) that spanned the entire network was setup for moni-
toring and management. In today’s networks, however, spanning a single network or VLAN
across the entire network is considered poor practice. It provides no way to control the amount
of traffic that would be going across every layer of the enterprise. To prevent this practice, it

is now recommended that management addresses and subnets be assigned to all of the devices
being monitored. Some devices can be configured specifically with the addresses and names of
the management devices that will be monitoring them. Others though will have to be config-
ured with access lists and filtering so that they only allow management devices from a specific
subnet to access them. This allows all of the management applications to be located within the
management block and still be capable of monitoring the devices across the enterprise. Some
of the most common items included in the management block are:

= Monitoring applications
= Security management, policy, and intrusion detection
= Alarm and logging servers

= AAA servers (for authentication, authorization, and accounting)

Server Farm Block

The Server Farm Block allows for the physical collocation and consolidation of most, if

not all, of the servers and applications that the vast majority of users in the enterprise will
access. The Server Farm Block, like the other blocks, needs redundant connections between
the access switches and the distribution switches, and between the distribution switches and
the core switches. However, with the high availability of the servers and applications in this
block, the hosts, which are the servers in this case, will also have redundancy built in. Most
servers today can be multihomed. A multihomed server has at least two separate connections
to the network. In this case, the server could have a separate connection to two different
switches in the block, allowing it to have redundant paths should any one device fail.

Enterprise Edge

The Enterprise Edge is truly another switch block. It connects to the campus core in the
Enterprise Infrastructure with redundant links and redundant distribution switches, just
as any other switch block in the network would. The difference between this block and
the other blocks is in the devices that you put into the Enterprise Edge. The Enterprise
Edge provides connections out of the Enterprise network. Those connections fall into a
few different categories and each category defines the type of device that will be placed
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there. Let’s take a look at each of the different categories that make up the foundation
for this block.

Internet Connection The first and most common type of connection in and out of the
enterprise is an Internet connection. This connection provides access for all enterprise users
to external web servers, e-mail, and any other public service. Depending on the importance
and the amount of traffic going in and out to the Internet this connection can be redundant.
The amount of bandwidth that you get for this connection is most often determined by the
amount of money that you are willing to spend. The bandwidth of a connection is deter-
mined by the service provider and usually comes in increments—the more you pay, the wider

the bandwidth.

WAN Connection The wide area network (WAN) connection provides access to other
locations throughout the enterprise. Branch offices and other remote sites, located too

far away to install and maintain your own cables, will have WAN connections installed
between them and the rest of your enterprise. Again, bandwidth and connection types vary
based on the amount of money that you want to spend, but they can also differ based on
the type of connection available from a service provider in the city where the branch office
is located. Many types of WAN connections can be purchased today; some of them have
been around for a very long time. They can include frame relay, asynchronous transfer
mode (ATM), leased lines, integrated services digital network (ISDN), and multi-protocol
label switching (MPLS). I tell you about MPLS in Chapter 11, “WAN and Teleworker Con-
nections.” I don’t spend a lot of time describing the other technologies, but you should have
learned about frame relay and leased lines when you were studying for the Cisco Certified
Network Associate (CCNA) certification.

Remote Access Connections The remote access connections usually refer to dial-up con-
nections that can be made into the network. These connections allow remote workers to
gain access to enterprise resources while away from the office. This type of connection is
made over the public switched telephone network (PSTN).

VoIP Connections Since I am talking about telephone lines and connections made to a
phone company, it is important to realize that the internal enterprise phone system still
requires external phone line connections. External phone connections will be made at this
location in the network if you have a voice over IP phone (VoIP) system. The VoIP system
still requires you to have outside lines connecting it to the outside world. These lines allow
calls made to a number that is not internal or on the enterprise phone system.

VPN Connections The last type of connection I want to mention is hopefully replacing
most of the dial-up connections that users have made for years. Virtual private network
(VPN) connections provide a secure tunnel in which to pass data from a remote site or user
to the enterprise edge. The secure tunnel is carried over an unsecure or untrusted network.
Most often, that network is the Internet. Using a VPN, a simple and cheap connection can
be made to the office. The flexibility it gives users is also a huge benefit. Almost anywhere
a user can get a connection to the Internet, they can have a secure tunnel back to the office
to access e-mail and other resources. Now, whether they view this ability as a benefit or a
leash connecting them 24/7 to work, that is up for discussion.
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Service Provider Edge

The service provider edge is often a network engineer’s favorite part of the entire network
design. This piece of the design model is here to signify where the physical connections to
various service providers terminate. There is very little or no equipment in this module that
must be maintained by you or your enterprise network engineering team. Other than the
occasional disagreement with a service provider about whose fault an outage was, there
shouldn’t be anything that you have to do or maintain here.

IIN and SONA

IIN or Intelligent Information Network is more of a vision for future design and implemen-
tation strategy in a network. IIN combines the functions of applications and the network,
allowing the network to make better and smarter decisions about how to move and direct
traffic. By placing some of the intelligence in the network, it reduces the amount of influ-
ence any one application has to have on the network. The enterprise composite model is the
basis for the IIN to be built on. The IIN adds functionality to what the network already
does. IIN is described in a three-phase approach.

Phase 1 Integrated system describes the intelligent movement of data, voice, and video
across a system of networks. It is where the underlying composite designed network is used.

Phase 2 Integrated services describe virtualized networking resources. Their usefulness has
become apparent in the shift to using virtual servers and storage. It also extends past just the
use of virtualized servers and moves into network devices. You can already begin to see single
devices such as routers and firewalls with the ability to appear and operate as multiple virtual
instances, replacing what would have been a group of many individual devices.

Phase 3 Integrated applications or application-aware networks and services are the parts of
phase 3. We can already witness the beginning of where this exciting idea can go. Through
the use of Network Admission Control (NAC), the network can detect a host machine attach-
ing to the network. From the point of connections, NAC can authenticate; scan the host for
antivirus software, which can be checked to make sure it is up to date; and then configure the
physical port to access the appropriate VLAN to which the device should be connected. This
process enables the network devices to grant and authorize access only when a device authen-
ticated. All of those functions can be controlled through central policies. In the past, each of
those functions would have been controlled and configured separately, making their manage-
ment an administrative nightmare.

SONA or Services-Oriented Network Architecture is the true implementation strategy
for IIN. SONA has three layers of implementation that correlate to the three phases on IIN.
Those layers are listed here in order respective to phase 1 through 3 of the IIN.

= Network system layer
= Integrated network service layer

= Application layer
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Case Study: FutureTech Corporation

In today’s networks, you have to know many different technologies and functions. Keeping
track of where in the network items are used and deployed can become difficult. Many of
the functions have dependencies, so you’ll need to track those relationships to each func-
tion. Some of the processes you run can be on independent devices, and keeping track of
the fact that they may not play well with other devices can be a real pain in the neck. To
aid you in keeping track of where in the network you plan to deploy and implement all of
the technologies covered in this book, I’'m going to use a single enterprise network example.
For this purpose, I created a fictional company named FutureTech Corporation. The name
and all examples of this company are entirely fictitious and do not in any way represent a
real company, named or otherwise.

FutureTech will serve as the basis of our case study. As I move you through each topic in
the book, I will relate back to this overall network example to better show you where in a
real network a technology can be used and for what specific purpose.

I am going to ask you, the reader, to put yourself in the place of a senior network engi-
neer for FutureTech. As I move through the technologies in this book, you can think about
designing this network, basically from the ground up. The design process that I am going
to take you through will be somewhat of a parallel path using two design guides everyone
should be now familiar with. I am going to use the OSI model as the first guide, starting off
at Layers 1 and 2, then moving through the layers to add applications and new technologies
to the network.

As I start building the network with the OSI model, the second guide will be the Enter-
prise Composite Network Model. Since the fundamental building block of the enterprise
model is the switch block, my discussion starts there. I'll show you how the different types
of switch blocks will be built layer by layer.

Book Organization

With that in mind, this book begins with the OSI model. I start with switching (Layer 2)
that has Layer 1 connections and cables scattered through it. Then, I go through the routing
and all of the routing protocols. The routing chapters help tie the layers of a switch block,
allow me to show you how the switch blocks will be linked, and ultimately bring you into
the core of the network.

Following the routing protocols, I cover a couple of other Layer 3 functions that, if not
now, will soon be placed into all enterprise networks. These topics include Internet Protocol
version 6 (IPv6) and multicast routing. I immediately follow those protocols with WANs,
VPNs, and remote access connections. This will tie another switch block, the Enterprise
Edge, into the network. You will see how all of those services are provided and brought into
the enterprise.

After all of the switch blocks have been built, I continue up the OSI model, adding services
and higher layer functions into the network. Some of the later topics may actually reside or
use protocols in lower layers of the OSI; however, you need a good foundation in the network
design before you can add them into your network.
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At this point, you will add security to the network. Most of the network’s framework
will be constructed, and you need to make sure that it is secure and protected from possible
attack. I cover securing Layer 2 and the associated devices followed by the same for Layer 3
and the devices found there. You will learn how to configure the internetwork operating
system (IOS) Firewall and intrusion prevention system (IPS) services on a router.

Once your security is in place, I take you through some network convergence and traffic
management topics. Many of you have or soon will be adding voice traffic and applications
to your network and you will have to understand the effects of that traffic to properly finish
the design.

Finally, I round out the book with wireless local area network (WLAN) functions. I
discuss WLAN last not because it is a higher layer protocol or function, but because again
not everyone uses or implements wireless technologies. However, a lot of new and exciting
enhancements can be made to networks today with the use of wireless devices.

FutureTech Company Background

FutureTech is a globally scaled, advanced, technology company. The company designs,
develops, and distributes thousands of products for businesses and government agencies
all over the world.

Figure 1.4 gives you an overall view of where the company headquarters, primary
offices, branch offices, manufacturing plants, and remote offices are located. Notice that
the FutureTech enterprise network includes:

= VPN connections for branch offices and remote users
= Multi-protocol label switching (MPLS) connections for its WAN connections

=  Redundant connections to separate Internet service providers (ISP) that provide high
availability to the enterprise

Enterprise Network Design Details

From that broad overview, the company can be broken into smaller pieces with the different
technologies applied. By technologies, I mean all of the concepts I cover through the course
of this book. I start at the bottom of the OSI model and in the Enterprise Campus module
of the composite design model. The enterprise network will have multiple switch blocks, but
most of them have similar design topics and all of them have access and distribution layer
devices and protocols.

Layers 1 and 2

Using a global company gives the ability to use and see just about every technology that

a network administrator could want. I start out by showing you a small single piece of the
network. That small piece is typically called a switch block. Remember that a switch block
is usually a single building on a campus setting or a whole floor in a large building. It might
even be a branch office or department-size piece of the network.
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FIGURE 1.4 FutureTech VPN Connections and Physical Plant Locations
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Starting in this small setting, you will be able to explore access and distribution layer
devices. I can also begin showing you Layer 2 functions, since the access layer is primarily
made up of Layer 2 switches. I’ll show you the protocols and functions that you can use to
connect them and provide resiliency and availability. Through the course of the book, I will
cover the most common network devices in detail and show you how to configure them.

In the access layers of the network, port density—meaning the number and amount of
users and data that can be taken into the network—is the issue that most concerns network
administrators. Many different types of switches can be used to address this issue.

Each of the different parts of the network has different numbers of users. The head-
quarters building, for instance, could have as many as 25,000 users. With that number
of people, a network could have between 10 and 50 switch blocks depending on how you
break up the users. Moving through the other size buildings, offices, and the branch offices,
the number of users is obviously going to be different. Each could have as few as 100 to
500 users; with this number of users the network may require only a single switch block to
connect the entire building.
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As you go through the book, I show you how to configure even these Layer 2 devices for
security, quality of service (QoS), redundancy, voice, and other types of converged traffic
conditions. You will see how these devices handle different types of traffic, as well as the
effects on all of the other devices you implement. You will also have to think about the load
each device will have to accommodate.

Layer 3

Moving from the access layer specifically into the distribution layer brings other challenges
and more protocols to explore. Most common will be the wide range of routing protocols.
Routing protocols allow you to connect all of the networks and VLANS in the access layer.
I will walk you through the most common routing protocols, starting off with distance vec-
tor protocols such as routing information protocol (RIP) and interior gateway routing pro-
tocol (IGRP). You will see how they can be used in smaller networks or in places where you
need to keep the overhead on a router’s processor down.

In areas of the network where administrators have to plan for much larger deployments
with more routers and more connected networks, I show you how to use enhanced interior
gateway routing protocol (EIGRP), open shortest path first (OSPF), and integrated interme-
diate system to intermediate system (IS-IS). Each of these protocols has distinct benefits and
drawbacks. For example, EIGRP has the ability to provide fast convergence and loop-free
operation, as well as routing for multiple network layer protocols. However, it is a Cisco
proprietary protocol and can only be run in a homogeneous Cisco environment.

Core Layer or Backbone The backbone of the network is supposed to move data as fast as
possible without changing it. So at this point, I’ll show you the different ways to configure
the core of the network and the advantages and disadvantages of each. In the past, the core
of the network was always a Layer 2 structured design. I will show you some of the ways a
Layer 3 setup can provide a more deterministic flow of traffic and increase reliability when
there is a failure. You will see how STP handles a link that has gone down, and then com-
pare that to the way a routing protocol handles the same link failure.

Enterprise Edge Moving out of FutureTech’s primary internal infrastructure into the ser-
vice provider’s network requires an understanding of how and where to make external con-
nections. Those external connections fall into the Internet, WAN, and remote access/ VPN
categories. Many companies today use connectivity that differs from the traditional WANs
of years past. One of the most common types of new connections is the VPN. VPNs can be
used to connect branch offices and home offices to the primary enterprise. VPN client soft-
ware loaded on almost any personal computer or laptop can give a single user the ability to
connect to the enterprise from all most anywhere they have an Internet connection.

Internet Connectivity Internet connectivity might require you to route between your net-
work and the ISP. In this case, I’ll show you the uses and complexities of border gateway pro-
tocol (BGP). You’re probably already aware that BGP is a routing protocol that falls into the
exterior gateway protocols (EGP) category. With the decision to use BGP comes a much larger
responsibility and the need for a working knowledge of its operation. Being that FutureTech
has redundant Internet connections and multiple ISPs, the use of BGP will allow the network
a much more consistent presence on the Internet, as well as higher availability.
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Wide Area Network (WAN) Of course, while considering ISP connections, I will talk about
ways to connect parts of the FutureTech network. Traditionally, these connections are made
using WAN protocols such as frame relay or dedicated circuits like T1 and T3. I’ll help you
explore a newer and nontraditional connection type; that newer type of WAN offering is
MPLS. MPLS isn’t available in all geographic areas or through all service providers, but it can
be obtained from more and more ISPs all the time. MPLS has many of the same characteris-
tics of older protocols but with a bunch of new benefits. Some of the benefits are not imme-
diately apparent to the customer or even in your network, but they allow the ISP to make
service offerings that were either not possible before or were much more costly and complex
to implement. These services allow users to make connections and move data between sites
and other companies in ways that were not possible with other protocols.

Virtual Private Network (VPN) Many of you, [ am sure, have at least heard of VPN,

but maybe you haven’t used them. You will see how they connect people and networks like
never before. VPNs provide a way to connect remote users and offices with much greater
bandwidth and service than they ever had with dial-up. You’ll also get a look at how a VPN
can provide a different way to make a WAN connection. These VPN connections can serve
as a primary connection or a backup connection to an already existing WAN circuit of a

different type. How and where to use them depends on load constraints and the importance
of dedicated bandwidth.

Concept: VPNs

| want to make a quick distinction between the two different types of VPNs. Most people
are at least vaguely familiar with a security VPN, a VPN that is secured with the use of a
protocol such as internet protocol security (IPSec). There is another type of VPN, primar-
ily used by service providers, that is a multiprotocol label switching (MPLS) VPN. Service
providers use MPLS VPNs to separate and manage traffic as it travels across their net-
work to different customers.

Security, Convergence, and Upper Layer Applications

At this point in the design, you will learn to add features to the framework that you have built
up to now. The complexity and high use of networks today requires that you efficiently man-
age and keep secure every piece of the network. The different kinds of traffic that you could
experience on a network will have their own challenges and requirements. I will explain the
many different security, management, and convergence features that are available.

Network Management and Security Because there are so many types of traffic to be handled
and many new regulations to be adhered to, the topic of security is more important than ever.
So, to make the task of securing your network easier and less error prone, new features are
built right into the routers and switches that you use every day. These new features include
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one-step lockdown wizards, fully configurable stateful firewalls, and intrusion prevention sys-
tems. All of these run on our good ol’ routers and switches.

In addition to the configurable security features, routers and switches now have the ability to
generate alerts and warnings when less than desirable conditions exist. All of those messages
can be sent to management stations for proper action and documentation. To get these mes-
sages sent, you have to add a few other configurations, so I will show you how to set up log-
ging, authentication, authorization, and accounting. The authentication, authorization, and
accounting functions are also known as AAA for short. Additional protocols facilitate their
actions. I will cover remote dial-in user service (RADIUS) and terminal access control access

control service plus (TACACS+).

Converged Data and Traffic Management [ have already mentioned a couple of the other
exciting things that are going to be added into the FutureTech network. Voice traffic will
require some extra configurations on the switches and routers. It will most likely require
the use of quality of service (QoS). There will also be some discussion about where all the
backend voice equipment will be placed and the requirements for those devices.

Looking to the Future

FutureTech as a whole will have to consider and plan for other types of traffic, as well as
changes that are coming in the information technology (IT) industry. The requirement to
provide more data and different kinds of data is becoming more important and more of a
challenge every day. Like your fictional counterparts, you have to be on top of all things
that are changing and new. A huge change that is not far on the horizon is Internet Protocol
version 6 (IPv6). We work in a great field that is always giving way to better things and new
ways to do them. It can be exciting if you like a challenge or get bored doing the same thing
all of the time like I do!

Multicast and Video With a global company, you know there are going to be a bunch

of meetings (pointless or otherwise). It will be up to you to make sure everyone can attend.
That could mean some new cool video equipment to play with! Along with video and some
other cool applications, like online training and webcasts, comes the need to transmit data
a little differently. It requires sending a large amount of data out onto the network so many
people can access and use it. A ton of bandwidth will be needed unless we use something
called multicast. Multicast provides just what is needed; it sends a large volume of data to
a group of end users or devices in a single stream of data.

Internet Protocol version 6 (IPv6) Internet Protocol version 6 (IPv6) is the next generation of
network layer protocols. It provides many benefits over the current Internet Protocol version

4 (IPv4) that is in use today. The most prevalent of the improvements is the size and number
of available addresses in the address space. IPv4 uses 32-bit addresses that provide a maxi-
mum of 4.29 billion addresses and, out of those addresses, fewer than half are actually usable.
With IPv6 you have a 128-bit address, which provides a maximum number of 3.4 x 10138
addresses. Yes, that is a ton of addresses. In fact, it is thousands of addresses for every person.
You will be able to have your computers, phones, cars, televisions, refrigerators, and toasters
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on the Internet. Well, maybe we don’t need the toaster, but if I could remotely make toast that
could be cool!

I show you how to implement IPv6 into enterprise networks. It is going to take more than

a one-night maintenance window to get this done. For that reason, I show you a few migra-
tion techniques that you can use to help make the transition less painful and more deliber-
ate. Three of them will be covered in a little more detail:

= Dual stacking
= Tunneling (manual and automatic called 6t04 tunneling)

= Network Address Translation - Protocol Translation (NAT-PT)

Concept: NAT-PT

This type of NAT is not like the NAT in IPv4, where one IPv4 address is translated to
another. This is protocol translation that allows translation between IPv4 addresses and
IPv6 addresses.

Wireless Local Area Network (WLAN) Another fast-growing area in enterprise network-
ing is the use of wireless local area networks (WLANSs). Wireless networks have more pres-
ence and available devices than ever before. I will help you explore the entire new line of
devices that make configuration and management of WLAN environments much simpler
and consistent to implement. As with anything, but especially for WLAN, security is a huge
concern. The transmission of data on a wireless network is unbounded. There is less con-
trol over where the transmission is being sent. You don’t have to worry about an attacker
sitting in the parking lot and just listening to data that is passing over a wire like you do
with wireless data. I’ll help you look closely at the security considerations of deploying
wireless devices.

Test Network

Now, you can’t just start turning on all of these things in a production network. A test
environment suitable for practicing and testing is needed. For the purpose of a test network
for FutureTech, I have set up a network topology. The test network, as I will refer to it from
here on out, is primarily a group of routers and switches that are connected, basically in a
full mesh setup. This configuration allows all the different configurations and technologies
to be tested without messing up any real production networks. Figure 1.5 shows you a net-
work diagram of the primary test network.

The information in Table 1.1 will help you keep track of all of the connections between
the devices.
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FIGURE 1.5 FutureTech Test Network Diagram
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TABLE 1.1 Connections between Devices for Test Network

Source Device and Interface Destination Device and Interface
Switch1 - Fa0/1 Router1 - Fa0/0
Switch1 - Fa0/2 Router2 - Fa0/0
Switch1 - Fa0/3 Router3 - Fa0/0
Switch1 - Fa0/4 Router4 - Fa0/0

Switch1 - Fa0/5 Router5 - Fa0/0
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TABLE 1.1 Connections between Devices for Test Network (continued)

Source Device and Interface Destination Device and Interface

Switch1 - Fa0/6

Switch1 - Fa0/9

Switch1 - Fa0/10

Switch1 - Fa0/11

Switch2 - Fa0/1

Switch2 - Fa0/2

Switch2 - Fa0/3

Switch2 - Fa0/4

Switch2 - Fa0/5

Switch2 - Fa0/6

Switch2 - Fa0/9

Switch2 - Fa0/10

Switch2 - Fa0/11

Switch1 - Fa0/19

Switch1 - Fa0/20

Switch1 - Fa0/21

Switch1 - Fa0/22

Switch2 - Fa0/7

Switch2 - Fa0/8

Router6 - Fa0/0

Router7 - Fa0/0

Router8 - Fa0/0

Router9 - Fa0/0

Router1 - Fa0/1

Router2 - Fa0/1

Router3 - Fa0/1

Router4 - Fa0/1

Router5 - Fa0/1

Router6 - Fa0/1

Router7 - Fa0/1

Router8 - Fa0/1

Router9 - Fa0/1

Switch2 - Fa0/19

Switch2 - Fa0/20

Switch3 - Fa0/21

Switch3 - Fa0/22

Switch3 - Fa0/7

Switch3 - Fa0/8
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Source Device and Interface

Destination Device and Interface

WAN Router - S1

WAN Router - S2

WAN Router - S3

WAN Router - S4

WAN Router - S5

WAN Router - S6

WAN Router - S9

Router1 - S0/0/1

Router7 - S0/0/1

Router1 - S0/0/0

Router2 - S0/0/0

Router3 - S0/0/0

Router4 - S0/0/0

Router5 - S0/0/0

Router6 - S0/0/0

Router7 - S0/0/0

Router3 - S0/0/1

Router8 - S0/0/0

In Table 1.2, you can see a list of the actual device models that I use in the test network.

TABLE 1.2 My Equipment List

Test Network Device Name Device Model or Type

Routers 1 through 9 Cisco 2811 ISR with WIC-2T interfaces
Switches 1 through 3 Cisco Catalyst 3560 24 port

WAN router Cisco 2522 router with 8 serial ports

A caveat about the devices that I used in the test network: if you don’t have access to
exactly the models of routers that I have used, that is okay. I am going to give you some
pointers about other devices that you can use as replacements. I have chosen this topology
and these devices for flexibility and the gear’s ability to be used for most any test configura-
tion you might need. By that, [ mean this network allows you to test all the configurations
in this book, and is perfect for future studies all the way to Cisco Certified Internetwork
Expert (CCIE) Routing and Switching and CCIE Service Provider.

Switches I used the 3560 switches because they will support all the functions you might
need, even for CCIE. You could use a 3550 switch, but it won’t support all of the QoS and
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IPv6 functions needed for the CCIE. The switches in your test setup must be multilayer
switches with the proper code to support all the routing protocols.

Here is one thing that might save you just a little cash. Cisco has made a great 3560 switch
that only has eight ports. It has all the same functionality, but costs less because it is smaller.
However, you only have eight ports and an uplink, so with the number of routers I use in
the examples and trunk links to the other switches, you won’t have enough ports. You could
scale down the size of the test network, though, to make this switch a cost-effective solution.

Routers The routers are a little more difficult. By more difficult, I mean it is harder to
explain why I chose these particular models and present all of the options to consider when
choosing your router models. There are quite a few router models that are okay for use.
This is good as, hopefully, it means having more of them available to you.

The biggest differentiator to look for is whether the router runs a 12.4 version of code.
Version 12.4 is the newest version of code and supports all of the functions you need to
study. The other big thing, both for the exercises in this book and for studying for your
Cisco Certified Network Professional (CCNP) certification, your router will have to sup-
port the Secure Device Manager (SDM).

Concept: The Secure Device Manager

The SDM is a router flash memory resident graphical user interface (GUI). SDM supports

a wide range of Cisco |0S software releases and is available free of charge on Cisco router
models from Cisco 830 series to Cisco 7301. The SDM can be accessed by making a hyper-
text transport protocol (HTTP) or hypertext transport protocol secure (HTTPS) connection
to the router. A Java-based applet will then open in your browser and allow you to config-
ure and modify the router. Some CCNP objectives must be accomplished through this inter-
face. | include explanations of this interface and how to use it where applicable.

Other routers that can meet your needs Table 1.3 is a list of alternate routers that support
both the SDM and version 12.4 code requirements.

TABLE 1.3 Alternative Routers

Router Model SDM Version 12.4 code

830 Series Can be run At least one version can run
850 series Preinstalled Preinstalled

870 series Preinstalled Preinstalled

1700 series Can be run At least one version can run
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TABLE 1.3 Alternative Routers (continued)

Router Model SDM Version 12.4 code

1800 series Preinstalled Preinstalled

2800 series Preinstalled Preinstalled

2600 XM series Can be run At least one version can run
3600 series Can be run At least one version can run
3700 series Can be run At least one version can run
3800 series Preinstalled Preinstalled

7200 VXR series Can be run At least one version can run
7301 series Can be run At least one version can run

Buyer Beware

I have a couple of things you should look out for when choosing different models of routers.
First, the 800 series models of routers don’t always include a full version of the SDM. There
is a “lite” version of the software called Express SDM. It does not provide all of the function-
ality that the full version does.

The second caution that | offer to you, and | know this is hard because you might have

to buy the equipment yourself: Don't just buy the cheapest model that you can get. For
instance, the 800 series again are pretty much a fixed interface router. They don’t have
any module bays so you can’t add other interfaces or functionality. Even the 1700 and
1800 series routers don’t have all the necessary module bays. Depending on the model,
they have between one and four WAN interface card (WIC) slots that allow the installation
of high-performance WAN interface cards (HWIC) and voice WAN interface cards (VWIC).
They don’t, however, have network module (NM) bays. Depending on your needs and
what you plan to configure, this may or may not be a big deal. It is something you should
look at though.

Wireless Equipment

I add a few more things to this network before all of the testing is done. For example,
when I get to the wireless sections, I include much of the new equipment for practice. You
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will get look at the new Wireless LAN controller devices, as well as the new lightweight
access points.

You’ll even get a glimpse of a few really cool new devices and management suites that
make a WLAN run smoother and much easier to manage. The management suite for Cisco
WLAN:S is the Wireless Control System (WCS). This is a great GUI that provides central
management of all your lightweight wireless equipment. If you are not familiar with the
lightweight solution, fasten your seatbelt. I cover all the new protocols and setup for this
exciting new offering.

The other new device I mentioned is the 2710 Location Appliance. The location appli-
ance allows you to track clients and active radio frequency identification (RFID) tags. The
great thing about this device is that it allows you to track, in real time, all of the devices on
your network.

I show you how all of these things work and what they look like under the hood.

Table 1.4 provides a list of devices that I will use for examples in this book.

TABLE 1.4 \Wireless Test Equipment

Type Device

Wireless LAN controllers (WLC) 4402 series controller
2006 series controller

NM-WLC embedded controller

Lightweight access points (LAP) 1242 series
1000 series
Mesh access points 1510 series
1522 series
Location appliance 2710 series
Wireless Control System (WCS) WCS Location version for Windows Server 2003

That sums up my discussion on devices for now. Remember, this is just a brief introduc-
tion to get you started. Now, hopefully, you can start to gather some gear to begin testing
the topics I am going to cover in this book. It is imperative that you have some real equip-
ment to practice and test configurations on—not only for testing and certification purposes
but to test that you are able to properly implement new technology into your network.
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Alternative Wireless Hardware

If you don’t have any of the APs I'm using in the test network, you might be able use ones
that you already have. Some of the access points (APs) that have been out on the market
from Cisco for a while can be upgraded to act as a lightweight AP. These APs can be con-
trolled by a WLC. | am going to show you some of them. Both the 1100 and 1200 series
access points are upgradeable.

There is also a new series of APs and WLCs that you can get. They are called the express
versions. These controllers and APs are for smaller deployments, in small- and medium-
sized businesses (SMB). They typically support a smaller number of APs and don’t offer
all of the functions that would be used in a large enterprise implementation. The express
devices can be a good place to start in learning about lightweight WLANSs. They are
included in the objectives for the CCNA Wireless concentration certification.

Here is a list of those devices:

=  Cisco 526 Wireless Express Mobility Controller

L] Cisco 521 Wireless Express Access Point

Summary

Wow, the first chapter is down! You have covered quite a few things here already. Remember,
the chapter started off looking at how networks used to be designed with the three-layer hier-
archical design model. You’ll want to remember the three layers (access, distribution, and core)
and their basic functions in a network.

From the basic three-layer model, you moved on to the Enterprise Composite Network
Model. The enterprise model provides a much more detailed explanation of which devices
should be used and how they should be connected. The easiest way to remember the enter-
prise model is to start out with the three major areas—Enterprise Campus, Enterprise Edge,
and Service Provider Edge. You learned about the pieces that make up the Enterprise Cam-
pus because that is where network administrators spend most of their time and money. The
Enterprise Campus is made up of the Campus Infrastructure Module, Server Farm Block,
and the Network Management Module. Now, with that better understanding of both the
design models, you can see that the original three-layer model is still used but it’s called the
Campus Infrastructure piece of the larger enterprise model.

Don’t forget about the Enterprise Edge. Without that piece, your network would not
be connected to any one outside of your company. The edge has subsections as well. If you
remember, there is the Internet module, WAN module, and the remote access/ VPN module.
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Each module provides a separate and distinct connection in and out of the enterprise, each
with its own services.

Next, I briefly introduced you to the SONA and IIN strategies, both of which are used
to help bring about change and future implementation ideas for the networks of tomorrow.
With an idea for future paths and where to go, we can provide smarter networks and more
compatible technologies for later.

Finally, I gave you a broad overview of the FutureTech case study that will be built on
for the duration of this book. At this point, you should have a basic understanding of the
areas of the network that I’ll help you work through. The test network provides a great way
to ensure that everything placed in the network works together and a good understanding
of effects they have on other devices, protocols, and applications.

Get ready for a ride through some of the newest, most exciting, and essential topics for
network engineers today.
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Review Questions

1. What is the fundamental building block of a network design?
A. Switch block

B. Core
C. Campus infrastructure
D. Edge
2. What was Cisco’s original design model called?
A. 1IN
B. SONA

C. Three-layer hierarchical model

D. Enterprise composite

3. What part of the Enterprise Campus design model does most of the network fall into?
A. Enterprise Campus
B. Data Center
C. Network Management

D. Edge

4. What is the bottom component in a switch block?
A. Edge
B. Core

C. Access layer
D. Data center
5. What piece of the network has always been characterized as just needing to move data as
fast as possible without data manipulation?
A. Edge
B. Core
C. Access layer

D. Data center

6. The Enterprise Edge typically contains firewalls.
A. True
B. False

25
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10.
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SONA is the implementation strategy for what process?

A. SWAN

B. IIN

C. WDS

D. ITIL

What area of the enterprise composite model has very little configuration for enterprise
administrators?

A. Core

B. Network Management

C. Customer Edge

D. Service Provider Edge

VPN are not implemented in the Enterprise Edge?
A. True

B. False

The name of my made up company is FutureTech Inc.?

A.
B.

True

False
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Answers to Review Questions

1.

A. A switch block is the fundamental building piece to the network; it is where all of the
users connected and data is brought into the network.

C. The three-layer hierarchical model is the original name..

A. The Enterprise Campus contains all of the primary switch blocks and the data center
and management block.

C. The access layer is the bottom layer in a switch block; it is where users connect to the
network.

B. The core of the network has always had the goal of not changing the data and to move it
across the network as fast as possible.

A. True. The Enterprise Edge contains firewalls to protect the network from external
connections.

B. SONA is the true implementation for the IIN process.

D. The service provider edge has devices controlled and configured by the ISP, not the
enterprise administrators.

B. False. VPN are typically implemented in the edge of the network to protect data over
unsecured networks.

10. A. True. This was supposed to be funny!






Switching

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Describe Layer 2 switching functions components

v Explain the functions of VLANSs in a hierarchical network
v' Configure VLANS (e.g., native, default, static, and access)
v Describe Layer 3 switching and routing functions

v Explain and configure VTP

v Describe EtherChannel, Layer 2 and 3



Now that I have given you a broad design methodology of the
- FutureTech Corporation’s network, it is time to begin a more
BESASTS granular look at the design so the implementation process can
begin. A logical place to begin is at the bottom, so to speak. I start with Layer 1 and 2 func-
tionality and access layer devices, laying a strong foundation from which to build the rest of
the network. Then, I get into some Layer 3 functions with inter-VLAN routing. For the most
part, this chapter covers the functions and operations of the devices within a single switch
block. This means that you are going to look at small piece of FutureTech’s network. I build
and use as an example a single switch block in FutureTech’s headquarters building.

So, this chapter covers the most common Layer 2 and Layer 3 switching functions
including VLANS, trunk encapsulations, VTP, and port aggregation. You will configure
your test network and round out the chapter by making sure that you can troubleshoot
problems that might arise.

? For up-to-the-minute updates on this chapter, check out www. sybex.com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

Layer 2 Switching

Whenever network administrators talk about the access layer and connecting devices to the
network, the discussion of collision domains and broadcast domains always arises. Old devices
like hubs do not provide separation of traffic on the network. The bridge, which provided for
collision domain separation, followed the use of hubs. But bridges did so slowly with a lot of
processor time and fewer ports than are needed on a network today. For your current design
needs, an extensive selection of Layer 2 Ethernet switches provides a wide variety of choices
and offers many benefits over older network access devices.

Smaller Collision Domains Every port on the switch is a collision domain. This means the
only devices in the collision domain are the switch port and the device directly connected
to it. This could still be extended if there were a hub placed on the port, but I don’t recom-
mend the use of hubs as a good design practice.

Full-Duplex Mode A host now can have a direct connection to the switch, which means
there is no contention on the segment. This mode allows the effective doubling of throughput
because communication can occur in both directions at the same time.
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Dedicated Bandwidth Dedicated bandwidth means no more shared bandwidth that divides
the throughput up by the number of hosts on the segment. Each switch port can provide
dedicated bandwidth to the device in which it is connected. The media rate can be dynami-
cally adjusted by the switch to the device that is connected.

Management and Security Switches today provide a multitude of management and security
functions, which help you in your everyday network needs.

In this chapter, I also discuss multilayer switching functions. In the next chapter, I’ll
cover the Spanning Tree Protocol (STP) functions and the improvements that have been
made over the years to that protocol. Later, in Chapter 14, “Switch Security,” I’ll show
you filtering and security measures that you can put in place for switches.

No matter how many management functions and security functions are added to a
switch, it still has three primary functions that make it a switch. The first two functions,
address learning and forward filtering, are covered in the next section. I’ll get to the third
function, loop avoidance, in Chapter 3, “Spanning Tree Protocol (STP).”

Address Learning and Forwarding

The most native and primary function that a switch performs is address learning. Address
learning makes intelligent forwarding decisions possible. Without the ability to make for-
warding decisions, the switch would be a hub. Hubs do not learn any information about
the network and, therefore, they can only flood traffic out every port—except of course the
port that the frame was received on.

Bridges made the first leap by creating a media access control (MAC) forward filter table.
On switches, this table is also called the MAC address table and the content-addressable
memory (CAM) table. By looking at the source MAC address of a frame when it is received,
the bridge can learn where all of the host devices are located in relationship to its own ports.
Switches do exactly the same thing, but they can forward the frames much faster than a
bridge because the switch can perform the lookup and forwarding process in hardware
instead of the slower software lookup a bridge must perform.

For example, let’s say you have a switch with two hosts connected to it. Host A is con-
nected on Fast Ethernet 0/1 and Host B is connected on Fast Ethernet 0/2. When a switch
is powered up, there are no dynamically learned addresses in the table. If Host A sends a
frame to the switch, the switch will take the incoming port number and the source MAC
address and place that information into the MAC address table. But, whatever the destina-
tion of this frame, the switch will not know it, yet. When the switch does not know where
the destination is located, the switch must flood the frame. Now for the benefit of this pro-
cess, when Host B sends a frame back to Host A, the switch would again receive the frame
and place the incoming port and source MAC address into the MAC address table. How-
ever, this time when the switch makes its forwarding decision, it knows what port Host A
is located on and can forward the frame out Fast Ethernet 0/1 only. One additional thing
to remember is that this process applies only to unicast traffic. All broadcast and multicast
traffic by default is flooded by the switch.
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VLANSs

For years, networks have been designed in a flat architecture. By flaz I mean they have con-
sisted of multiple hubs or bridges that reside in a single broadcast domain. If any device
sent a broadcast packet, every system on the network would have to read the data, even if
it was not meant for that device. At that point in history, a switch was treated as a single
broadcast domain. Having a single broadcast domain limits the number of devices you
can connect to the network. There are other downsides in addition to just having one huge
broadcast domain. One large broadcast domain limits your ability to secure the network
because any end station could connect into any switch port and have access to all of the
other devices. Making separate broadcast domains also allows you to more easily man-
age where and even if a device can connect to the network; this also makes making moves,
adds, or changes (also called MACs, not to be confused with MAC address, if you haven’t
heard this term) for hosts easier on you.

Well, not to fear, we can configure VLANs on switches now. VLANs provide a way to
separate a switch into individual broadcast domains. Think about the example in Figure 2.1;
it shows a part of the network that FutureTech wants to implement. In the headquarters
building, three of the floors house three different research departments that do separate work
and have separate network resources. In the past, each of the departments would have been
located on a separate floor and the resources that they needed to access would be located on
the department’s network segment.

FIGURE 2.1 Network without VLANs

(]

Network 1

Network 2

Network 3

In networks and companies of today, not all users sit together isolated from other depart-
ments and the resources they need to access aren’t necessarily located on their segment any
more. In fact, you now know that most resources will be collocated or in some remote data
center. Well, if switches operated the same way as they used to, you would need to have three
separate physical switches on each floor so that users from each one of the subnetworks could
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connect into the appropriate network. Not only that, each one of those switches would have to
have a separate connection into the router. With three floors and three switches, there would
have to be nine connections into the router. Not to mention that nine switches—ridiculous—is
a waste especially if that much port density is not needed. This configuration would not be an
efficient use of ports or the router and switch resources.

Instead of using so many switches and ports, FutureTech can create VLANS on the
switches. By creating additional VLANs on each switch, the switch can be logically divided
into multiple logical switches, so to speak. When you create a VLAN on a switch and assign
ports into that VLAN, you create another broadcast domain. Now, even though hosts are
plugged into the same switch, if the ports they are connected to are in different VLANS,
they will be unable to communicate directly through the Layer 2 switch. In order for devices
in different VLANSs to communicate, they must be routed by a Layer 3 device.

So, back to the example. The same three departments are now connected into the same
switch. Their ports can be assigned to the different VLANSs, which represent their individual
subnets. This setup allows them to access the resources on their subnet. You can see an
example of the network with VLANS in Figure 2.2.

FIGURE 2.2 Network with VLANs

. P ’i VLAN 1 VLAN 2 VLAN 3

Now, you are probably asking, “What about traffic and connections between the
switches?” Well, that is the very good question, which I’m going to answer in the next
section. I’ll tell you about link types and what they do for us. But before we move on, a
few more details about VLANS still need to be reviewed.

Notice, earlier I said that you could create an additional VLAN. Well, I was specific in say-
ing an additional VLAN because every switch has a default VLAN called VLAN 1. VLAN 1
is always there and cannot be deleted. By default, every switch port is in VLAN 1, which is
why the switch represents one broadcast domain. Finally, the maximum number of VLANs
you can have on a switch is 4096. Typically, only the first 1005 are used; above 10035, the
VLAN:S are called extended VLANS.
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Link Types

In a switched environment, each port can be configured into one of two types of links,
either an access port or a trunk port—not both. Since switches remove all VLAN informa-
tion from the frame before it’s forwarded out to an access-link device, access-link devices
can’t communicate with devices outside their VLAN unless the packet is routed. So you’ve
got to choose one or the other, and know that if you make a port an access port, that port
can be assigned to one VLAN only.

Access Ports

An access port can generally belong to only one VLAN. (There is an exception for voice;
I'll tell you about that in the next section.) Therefore, an access port can only carry traffic
for that one VLAN. Traffic is both received and sent, unchanged, as it was sent from the
end station or host. It contains no VLAN tagging or encapsulation whatsoever. The switch
assumes any traffic that arrives on an access port belongs to the VLAN to which that port
is assigned.

The assigned VLAN is referred to as the configured VLAN of the port. Any device
attached to an access link is unaware of a VLAN membership—the device only knows or
assumes it’s part of the same broadcast domain, but it doesn’t have the big picture so it
doesn’t understand the physical network topology at all.

So, what do you think will happen if an access port receives a tagged packet? Well, if
you said that the frame would be dropped, you are right! Why? An access port doesn’t
look at any information except the destination MAC address, so tagged traffic can only be
understood by trunk ports. I will be discussing trunk ports in the section, “Trunk Ports,”
later in the chapter.

Voice Traffic Considerations

One thing that you have to get used to in networking is that as soon as you make a rule,
you have to make a new rule to break the first one. I just said that an access port can only
be assigned to one VLAN. That is true most of the time, except in a voice VLAN configu-
ration. With so many networks today becoming converged (by converged I mean a network
that carries more than just application data like Hyper Text Transfer Protocol (HTTP) or
email), most switches allow you to add a second VLAN to an access port for voice traffic.
The second VLAN must be specified as the voice VLAN though. The voice VLAN used to
be called the auxiliary VLAN. This allowed it to be overlaid on top of the data VLAN and
enabled both types of traffic through the same port. Even though this is technically consid-
ered to be a different type of link (a trunk link, to be discussed next), it’s still just an access
port that can be configured for both a data and a voice VLAN. Using this configuration,
you can connect both a phone and a PC device to one switch port and still have each device
in a separate VLAN. I talk much more about the use and configuration of voice traffic later
in Chapter 17, “Voice.”
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Trunk Ports

The name trunk port came from the telephone companies. Phone company systems had
trunk lines that could carry multiple telephone conversations at a time. So, the name makes
sense. Trunk ports on network switches can carry multiple VLANs at the same time.

A trunk link is usually at least a 100 Mbps or 1 Gbps link (10 Gbps links are now in
use as well) between two switches, between a switch and router, or even between a switch
and server. They carry the traffic of multiple VLANs—from 1 to 4096—at any given time.
(Remember, it’s really only up to 1005 unless you’re going with extended VLANS.)

A trunk link can be very useful in a network because with it you get to carry the data
for a whole bunch of different VLANSs at the same time. This is really cool because it means
you can actually set things up to have a server in two separate broadcast domains simul-
taneously so your users won’t have to cross a Layer 3 device (router) to log in and access
it. If the traffic were to be routed between the VLANSs, a router would be necessary, and it
would not be very efficient if you have an access link from each one of your VLANs going
to a separate port on the router. So instead, a trunk link can be created to the router. Then,
subinterfaces you create on the router port will route the traffic between VLANs while
only using one physical interface. This is called “router on a stick.” I love the name of that
configuration—every once in a while an engineer is actually creative in naming something!

It’s good to know that all VLANSs send information on a trunked link unless you
remove the VLAN from the allowed list. I’ll go through how to remove individual
VLANSs from a trunk.

Trunk Protocols

Trunk ports don’t allow switches to carry data from multiple VLANs by magic; you must
configure a trunking protocol to identify the VLANs from one switch to the next. Individual
switches identify the VLANSs using the VID or VLAN ID field in their headers. Each switch
maintains its own VLAN database, so it is in essence locally significant to the switch. When
data is sent from one to switch across to another, the sending switch must identify which
VLAN owns the data. The receiving switch then knows how to handle the data and can
identify only VLAN the data can be forwarded into.

For this process to properly occur, a trunking protocol, also called an encapsulation
protocol, must be configured on the trunk link. Generally, two trunk protocols are used for
Ethernet networks. Those protocols, ISL and 802.1Q, will be covered in detail in the next
sections. The 802.1Q protocol is usually referred to as dotlq, pronounced “dot-1-q.”

ISL Encapsulation

ISL, Inter-Switch Link, is a Cisco proprietary protocol; it was released and used before the
standards-based dotlq protocol. ISL is actually not used much in production networks today.
ISL has some limitations that were improved on by dotlq. Here are those limitations:

= ISL only carries 1000 VLANs—dotlq can carry 4095

= ISL encapsulates the frame, which adds more overhead
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= ISL must be point to point
= ISL does not have a separate QoS standard field

ISL is truly an encapsulation protocol, as it takes the original frame and places a new ISL
header on the front. Then, the protocol recalculates the cyclic redundancy check (CRC) and
places the new trailer on the end. No modification of the original frame occurs. Figure 2.3
shows you what a frame that has been encapsulated with ISL looks like.

FIGURE 2.3 ISL Encapsulated Frame

ISL Header
26 bytes

CRC

Encapsulated Ethernet Frame 4 bytes

DA | Type | User | SA | LEN | AAAAO3 | HSA [VLAN |BDPU| INDEX | RES

VLAN BDPU

In addition to not modifying the original frame, ISL encapsulates every frame and there-
fore does not use a native VLAN. I’ll tell you about native VLAN in the dot1q next section.
Because it encapsulated the entire frame, ISL can support other Layer 2 protocols besides
just Ethernet. It can support Token Ring, Fiber Distributed Data Interface (FDDI), and
Asynchronous Transfer Mode (ATM). It also supports Per VLAN Spanning Tree (PVST),
which I will discuss in Chapter 3, “Spanning Tree Protocol (STP).”

802.1Q Tagging

The standards-based alternative to ISL, 802.1Q, can configure dotlq between switches and
routers from different vendors. Rather than encapsulating the entire frame as ISL does, dotlq
adds a tag to the existing Ethernet header. It then recalculates the frame check sequence (FCS)
at the end of the frame. The tag that is inserted into the header is 4 bytes. If you take a look at
Figure 2.4, you can see the tag that has been added to the standard frame.

FIGURE 2.4 802.1Q Tagged Frame

Original Frame
DA | SA | TYPE/LEN |DATA

DA | SA TAG TYPE/LEN |DATA| FCS i

Tagged Frame
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Dotlq does offer some features the ISL does not. The dotlq header includes a priority
field called the 802.1P field, which provides richer QoS support. Because of the QoS support,
dot1q has become the standard for IP telephony networks.

Dotlq also has support for a wider variety of networks and protocols, including:

= Ethernet

= Token Ring

= 4095 VLANs

=  Common Spanning Tree (CST)
= Multiple Spanning Tree (MSTP)
= Rapid Spanning Tree (RSTP)

Dotlq also supports a point-to-multipoint topology and allows untagged traffic to be
sent over the trunk link via the native VLAN.

The native VLAN allows frames that are not tagged with a VID to be sent across a
trunk link. By default on Cisco switches, the native VLAN is set to VLAN 1 and you can
only have one native VLAN. On a dot1q segment, all the trunk ports must be configured
with the same native VLAN to operate correctly. Otherwise, you will get a message on
your console screen telling you that there is a native VLAN mismatch.

Dynamic Trunking Protocol

While the recommended method of creating trunk links is to configure them manually,

the process can be accomplished dynamically through a protocol called Dynamic Trunk-
ing Protocol (DTP). DTP is a Cisco proprietary protocol that runs only on Cisco Catalyst
switches. With DTP enabled, which is the default setting for all ports, frames can be sent to
a connected device to negotiate the trunk link status. However, if a port has been manually
configured as either an access or trunk port, then the negotiation attempt of DTP may not
have any effect. A port that is manually configured as access or trunk stays in the mode. It is
never recommended to connect a manually configured access port to a trunk port, as there
will be a lot of dropped frames.

Now, knowing that, let’s look at the two dynamic operating modes that DTP uses.
Dynamic desirable is the default mode for DTP. When desirable is enabled, the port
actively sends out DTP frames, soliciting the connected port to be a trunk link.

The second dynamic mode is dynamic auto; this mode works a little differently. With
dynamic auto, no DTP frames are sent out from the port, but if the other end sends DTP
frames, the auto port will accept them and become a trunk link. So, again, dynamic desirable
sends out DTP solicitations; dynamic auto does not.

The last configuration option for DTP is nonegotiate. The nonegotiate option prevents
the port from sending or receiving DTP frames. So if you want a trunk link to be formed,
you are going to have to manually configure it with the trunk option. Take a look at the
switches in Figure 2.5; the links between each of the switches have the DTP setting for
each specific link. Using this type of diagram, you can see exactly which combination can
become a trunk and which cannot.
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FIGURE 2.5 Possible DTP Port Configurations

Switch A Switch B
Trunk Always Trunk Trunk
Access Always Access Access
Negotiate Negotiated Trunk Negotiate
Auto No Trunk Negotiated Auto

Negotiate Negotiated Trunk Auto

Implementing VLANSs

Now that you’ve reviewed the basic components of VLANs and how they work, we need
to discuss how they will be implemented. When I say how they can be implemented, I mean
where in the network a VLAN will be physically located and how far across the network
the VLAN will span. When thinking about the implementing VLANS, you also have to
think about what kind of traffic the VLAN will be carrying.

Over the years, the way that networks have been designed has changed a few times.
As I stated already, there was a time when all the users from a department worked and sat
together. All of their resources were located on their local subnet with them. When those
users started being geographically separated, the technical answer was to extend the VLAN
to a switch physically located where those users are located. This type of design is called
end-to-end VLAN.

I am sure that you can guess from this lead up, things have changed. Today, most of
the networks resources are centrally located in a data center. The data center is sometimes
referred to as a server farm, but there can be much more than just servers in this location.
Since network resources are now located off the local subnets, the vast majority of traffic is
now also traveling off the local subnet. Due to the significant change in how and where data
flows on the network, a change in the boundaries and control of the data was needed. This
led to the creation of local VLANSs, which are much more efficient than end-to-end VLANS.

Local VLANS are defined as being contained within a single switch block. You can
attempt to keep local VLANS in a single switch, but more important is maintaining the
VLANSs to a within a geographic area and not letting broadcast and other unnecessary
traffic cross WAN and other bandwidth-limited links.

End-to-End VLANSs

You will remember that the term end-to-end VL AN refers to a single VLAN that has
associated switch ports on switches that are dispersed throughout an enterprise network.
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Important to remember is that traffic for this VLAN is carried throughout the network,
wherever there are switch ports in the VLAN. In order for multiple VLANS to be carried
end to end, trunk links are required between switches to carry the traffic from all the differ-
ent VLANSs.

Important features of end-to-end VLANS are:

Geographic Dispersal An end-to-end VLAN is geographically dispersed across the
network. This can be done for security to allow access to resources or to apply quality
of service (QoS) settings.

Membership Users can be grouped into the VLAN regardless of physical location. End-
to-end VLANs may be beneficial for purposes of a user’s moving around the network and
maintaining the same membership. It can also be useful for traffic or users where routing
their data needs to be avoided such as in a client/server relationship some broadcast or non-
routable traffic is required to get back and forth between the two communication devices.

IP Subnet Address Devices on a VLAN typically have addresses on the same IP subnet.
This can be useful again for applying QoS or for management reasons. Special purpose
VLANSs can also take advantage of this configuration. An example of such a VLAN could
be a voice VLAN, wireless roaming VLAN, multicast VLAN, and even a VLAN setup for
security to separate visitors and guest users on the network.

A few important considerations should be looked at when implementing end-to-end
VLANSs. When a user needs access to a VLAN at a given location, the switch ports are
provisioned for that user and associated with the given VLAN. Since users on an end-to-
end VLAN can be located anywhere in the network, all switches must be aware of the
end-to-end VLANSs. All switches carrying traffic for these VLANs have to have identical
VLAN databases.

You should also consider that flooded traffic for the VLAN;, including broadcast and multi-
cast traffic, is by default passed to every switch, even if you have not currently configured any
active ports in the particular end-to-end VLAN. The last thing you want—and what can cause
hours of hair-pulling work—is troubleshooting devices on a network with end-to-end VLANS.
This can be very difficult because the traffic for a single VLAN can traverse multiple switches
in a large area of the campus.

Local VLANSs

In the past, end-to-end VLANs were typically used because network designers attempted
to implement the 80/20 rule—the idea that most of the user data stayed on the local subnet.
Generally, about 80 percent of the traffic was passed locally, and only about 20 percent of
the traffic left for a remote network.

But now network engineers typically consolidate servers into a data center on the network
and provide access to external resources such as the Internet. The design rule now is closer
to a 20/80 split, in which the greater amount of traffic leaves the local segment. This shift in
traffic characteristics has made local VLANs be the more efficient solution.

End-to-end VLANSs worked very well when IP address configuration was a manually
administered and burdensome process. Anything that reduced this burden as users moved
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between networks was an improvement. Now though, with the ease and wide spread use of
Dynamic Host Configuration Protocol (DHCP), the process of configuring IP information at
each desktop is no longer a significant issue. As a result, there are few benefits to extending a
VLAN throughout an enterprise.

It is often more efficient to group all users in a geographical area or local switches into
a single VLAN, regardless of the organizational function of those users, especially from a
troubleshooting perspective. VLANSs that have boundaries based on campus geography
rather than organizational function are called local VLANs. Local VLANSs are generally
confined to a switch block.

Important features of local VLANs are:

Geographic Local VLANSs should be created around geographic boundaries rather than
the job or department functions of the users on the end devices.

Predetermined Traffic Flow Traffic from a local VLAN is routed at the distribution layer
when traveling to destinations on other networks. This design provides what is called deter-
ministic traffic flow. In other words, the path that traffic is going to take is predictable and
if there is a failure, then it is easy to track down and fix.

Highly Available In most cases, a VLAN does not extend beyond the distribution layer.
This makes the all devices highly available and provides easy to implement redundancy
controlled by either STP or routing. There can also be a redundant router for each of the
VLAN:Ss, providing failover should any one fail. Having redundant routers requires setup
and is controlled by a protocol such as Hot Standby Router Protocol (HSRP), which I dis-
cuss in Chapter10, “Redundancy Protocols.”

Scalable VLANSs on a given access switch should not be advertised or configured on all
the other switches in the network. Controlling the scope of the VLANSs allows the network
to be more scalable because now adding a new switch is easy and does not require reconfig-
uring other devices.

VLAN Trunk Protocol

VLAN Trunk Protocol (VTP) is a Cisco proprietary protocol that allows automation of
updating and managing the VLAN database across multiple switches. Switches that share
the same VLAN database are grouped into what is called a VTP domain. The VLAN
database is propagated to all the switches in the same VTP domain. VTP information is
only propagated over trunk links. All the switches in the same domain can then maintain
exactly the same, up-to-date database. You can have a domain with only one switch in it,
but VTP will allow you to add more switches later.

Only part of the VLAN database is exchanged, however. The VLAN number, name, and
description are exchanged. The data about which ports are associated to what VLANSs is
configured and maintained only on the local switch. This means that if you need to add an
additional port into a given VLAN, you must do that on the local switch.
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Switches can only be in one domain at a time. The updates that VTP sends can only be
applied by switches in the same domain. By default, the domain name on a switch is null,
meaning it belongs to no domain. The domain name is typically configured on each of the
switches that will be in the domain.

VTP Modes

It is possible for you to configure a switch into one of three different VTP modes:
=  Server mode
= Client mode
= Transparent mode
The mode you configure will affect how VTP sends and communicates its updates.

Server Mode The default mode for VTP is server mode. In server mode, the switches
VLAN database can have VLANs added, changed, or removed. The server mode switch
will also be a transmitting switch of the VTP data. You are typically going to have a pri-
mary and secondary server mode switch within the switch block. Finally, server mode saves
the VLAN information permanently in flash; all of the VLAN information is saved in the
vlan.dat file. Note, by default all switches save their VLAN information in the vlan.dat
file. The exception is the VTP client mode switch.

Client Mode Client mode will be the setting for most of the switches in the switch block.
This mode accepts the advertisements from the server mode switches. It does not store the
VLAN information it receives in flash, only in RAM. The biggest difference is that you
cannot add, change, or delete VLANSs on a switch in client mode. In fact, if you try to do
so, the switch will give you a big fat error message saying that you are in client mode and
the action cannot be completed. I will show you that in the test network a little bit later.
Last, a client mode switch will forward the advertisements it receives out through its trunk
lines, onto other switches. It does this to make sure that all the switches in the switch block
receive the updates.

Transparent Mode A transparent mode switch listens to no other switch; it does what-

ever it wants. Well, whatever you configure it to do, that is. A transparent mode switch does
not update its database with VTP advertisements. You can add, change, and delete VLANs
directly to the local database. The VLAN database is stored in flash in the vlan.dat file. A
transparent mode switch is nice enough to still forward on the advertisements so that the other
switches in the block can still receive them. This mode can be useful if you have a switch that
needs completely separate VLANSs that you don’t want to propagate to the rest of the switch
block. I have used this feature for separating research or development type hosts on the net-
work. I also recommend putting new switches in transparent mode. This removes the risk of
adding a switch that could wipe out the VLAN database.
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VTP Operation

VTP uses a configuration revision number to track changes and allow other switches to
verify they are up to date. A newly configured server in a new VTP domain will have a
revision number of 0. When information in the database is modified, the revision number
is incremented. When there is a new change, then the server where the change was made
originates the change and sends out an advertisement telling the other switches there is a
change. The other switches verify the revision number against their own. The advertised
revision number should now be one higher than their own, indicating the other switches
should take the change. VTP then synchronizes the change on all of the other switches.
The advertisements are sent as multicast frames so that only a switch listening for the VTP
advertisements will process them. If there are no changes for a while, VTP by default sends
out an update every 5 minutes to maintain contact with the client switches.

A critical point here is the revision number. In the transparent mode section, remember
that I said that when you add a new switch to an existing domain it should be added in trans-
parent mode. This removes the risk of the database being unintentionally overwritten. If you
add a server mode switch to the network and its revision number happens to be higher than
the current revision number of the domain, this new switch would overwrite the domain
database, which could corrupt or delete part of or an entire database. Unfortunately, this
happens to far too many administrators. So I can’t stress the point enough: don’t take this
lightly; you could take down all the devices in an entire switch block. I typically call this sort
of mistake RUE: Resume Updating Event!

VTP Pruning

Pruning can be used to make the use of bandwidth more efficient. It does this by reducing
the amount of flooded traffic. Pruning uses the advertisements to determine whether the
traffic is being flooded to switches that don’t need it. What do I mean by switches that don’t
need it? Well, let’s say I have a typical switch block in the FutureTech headquarters building;
this switch block consists of two distribution layer switches and connected to them are two
access switches. Take a look at Figure 2.6.

FIGURE 2.6 VTP Pruning

DSW1 DSW2

VTP Pruning
No VLAN 10
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Normally, broadcast traffic would be carried to all the switches for a VLAN, if that
VLAN existed on all of the switches. But, what if one of the access switches didn’t have any
ports in a given VLAN? There would be no use in sending broadcast traffic to that switch
because it has no hosts to send the broadcast to.

Look at Figure 2.6 again. I enabled pruning on all of the switches and created VLAN 10
in the VLAN database of the VTP server. The server, then, propagated VLAN 10 to all of
the other switches. Notice, however, that only ASW1, DSW1, and DSW2 from the diagram
have ports in VLAN 10. Since ASW2 doesn’t have any ports in VLAN 10, it will tell DSW1
and DSW?2 that it does not have any hosts. Now, when a host on ASW1 sends a broadcast
frame, that frame will only be propagated to DSW1 and DSW2. ASW2 will not receive the
frame since it has no hosts to send the traffic to.

Configuring VLANSs

Now that I have described the function and operation of VLANS, links, encapsulations,
DTP, and VTP, I show you the commands to configure each function and the common
options to modify their operation.

For the next few sections of configuration, I am going to use the following network
setup (see Figure 2.7). It is similar to the setup you saw for the VTP example. In Figure 2.7,
I show you the network that I use. From the test network, I use three switches. I know the
diagram has four switches in it, but that is so the switch block looks fuller. If you have four
switches, then that is great, but this setup doesn’t require a fourth.

FIGURE 2.7 Switch Configuration Network

DSW1 DSW2

—

—

fa0/20
fa0/19

fa0/19
- fa0/20 /*_7’
ASW1 ASW2

The configurations in this section give you flexibility in the type of switches that you can
use. If you have the 3560 switches that I mentioned in the test network setup, then you are
good to go. For this section, if you have 2950s, 2960s, or 3550s, you also will be just fine.
When you get down to the inter-VLAN routing configuration, you will have to have at least
one 3550 or 3560 to use as a distribution layer switch.

You have seen the diagram and know the switches that you need. Now you just have to
know where and what you are going to be doing.

Let’s look at the setup of the basic functions and implement the features from the
case study.
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@ Real World Scenario

Connecting Sales

FutureTech has added a new sales group at the Dallas headquarters. The network admin-
istrator assigns you the task of installing a new switch block, designated DSW1, to support
that group. Both workstation and telephone connections need to be supported. Unneces-
sary broadcast traffic is to be kept to a minimum.

Two trunk links connect DSW1 to the rest of the network through another switch, identified
as ASW1. According to the plans, the trunk links are to run from port fa0/19 on DSW1 to
fa0/19 on ASW1 and from fa0/20 on DSW1 goes to fa0/20 on ASW1. By configuring a trunk
link, data can be passed from the group’s multiple VLANs and allow the hosts connected
to ASW1 to access the rest of the network.

Setting Up VLANSs

1.

View the VLAN database for DSW1 in your test setup.
The command to view the database is show vlan. The output from this command looks

like the listing produced from DSW1 on my test pod equipment. Notice in the output
that under the default VLAN 1, all of the ports for the switch are associated by default.

DSW1#sh vlan

VLAN Name Status Ports

1 default active Fa0/1, Fa0/2, Fa0/3, Fa0/4
Fa0/5, Fa0O/6, Fa0/7, Fa0/8

Fa0/9, Fa0/10, Fa0/11, Fa0/12

Fa0/13, Fa0/14, Fa0/15, Fa0/16

Fa0/17, Fa0/18, Fa0/20, Fa0/21

Fa0/22, Fa0/23, Fa0/24, Gi0/1

Gi0/2

1002 fddi-default act/unsup

1003 token-ring-default act/unsup

1004 fddinet-default act/unsup

1005 trnet-default act/unsup

VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Transl Trans2
1 enet 100001 1500 - - - - - 00

1002 fddi 101002 1500 - - - - - 00
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1003 tr 101003 1500 - - - - - 00
1004 fdnet 101004 1500 - - - ieee - 0 0
1005 trnet 101005 1500 - - - ibm - 0 O

Remote SPAN VLANs

Create a new VLAN on the switch.

The first thing that [ want you to configure is an additional VLAN. Remember, VLAN
1 was created by default. We want to create VLAN 10 now. From global configuration
mode, use the vlan command. Be sure to include the vlan-id or VLAN number after
the command. Your output should be similar to the listing:

DSW1>enable
DSW1l#configure terminal
DSW1(config)#vlan 10
DSW1(config-vilan)#

Now that you have created the VLAN in the database, you can see that you are in
VLAN configuration mode. There are a few options that you can configure here. One
of the most common options allows you to give the VLAN a name for reference and
administration ease.

VLAN 10 is created and exists in the database. The show vlan command

? If you were to issue the show vlan command again you would see that
ITE

3.

will have to be issued from privileged exec mode.

A separate note that | would like to point out is the use of the do command.
Since the inception of the Cisco IOS you have had to enter specific com-
mands in the proper mode. For example, the show vlan command above
must be entered at privileged exec mode and cannot be entered in the VLAN
configuration mode. Engineers have complained about this setup for years.
In the mainline 12.3 router code, this was finally changed. About the same
time, the command was introduced in the switch IOS as well. The benefit

of this command is that you don’t have to back out all the way to a different
mode to verify a configuration or issue a different command. While you are
still in VLAN configuration mode, use the command do show vlan. This will
work with a majority of the commands | will be showing you.

Name the VLAN.

DSW1(config-vilan)#name TestVLAN



46

Chapter 2 - Switching

Again, at this point if you were to look at the VLAN database, you would see that
VLAN 10 is now named, TestVLAN. When you name a VLAN, it is for reference only,
the name cannot be used as a variable in a command syntax to identify the VLAN.

Remove the VLAN.

If you need to remove a VLAN from the VLAN database, use the no version of the
VLAN command. After you issue this command, you can view the VLAN database
and see that it has been removed.

DSW1(config)#no vlan 10

Configuring Access Ports

At the end of the last section, you removed VLAN 10 from the database. So, let’s reestablish
VLAN 10 and assign a port so we can get on about the business of configuring.

P a port and then subsequently creates that VLAN, if it doesn’t already exist.

é/ I would like to show you a little shortcut that combines adding a VLAN to

If you know that you need to create a new VLAN and you know what ports
are going to be placed into that VLAN, you can create both with the com-
mand you use to place a port into the VLAN. The command to move a port
association is switchport access vlan vian-id. This command must be
executed from the interface configuration mode of the interface that you
are moving.

Recreate VLAN 10 and assign port fa0/1 using the switchport access vlan vlan-id
command.

DSW1(config)#int fa0/1
DSW1(config-if)#switchport access vlan 10
% Access VLAN does not exist. Creating vlan 10

Now, if you look at the VLAN database again, you will see that VLAN 10 has been
created again and port fa0/1 is associated with the VLAN.
Add the voice VLAN.

Remember that some of our end stations are phones, so you need to manage voice traf-
fic. Well, you can create a voice VLAN, so that the voice traffic can be placed into it.
Remember a few things about the voice VLAN:

= Itis a special case data VLAN
= A port can be placed into a voice and a data VLAN

= Itis created when you assign port to it
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So, let’s say that the powers that be at Future Tech specified that voice VLAN be
VLAN 12. You would configure that on the interface with the switchport voice vlan
12 command. Like this:

DSW1(config-if)#switchport voice vlan 12
% Voice VLAN does not exist. Creating vlan 12

3. Secure the port for host use only.

Now let’s ensure that the port is an access port. By making the port an access port,
only an end station can connect to the port. This is especially important on access
layer switches that have their ports physically accessible by users or anyone in offices or
conference rooms. The wall plugs in cubicles and offices all run back to a switch closet
somewhere and plug into a switchport. Configuring the ports of your switches prevents
one of these people from walking into an office, unplugging the phone or host, plug-
ging in a switch, and creating a trunk port. If an attacker or unknowing person were to
do this, they could have access to all of the VLANs and the traffic passing across them.
The command to configure a port into access mode is switchport mode access.

DSW1(config)#int fa 0/1
DSW1(config-if)#switchport mode access

I talk about voice configurations and the options in much more detail in Chapter 17,
“Voice.”

Configuring Trunk Links

Now that you have configured basic functions on a single switch, such as access ports for
the end stations, the VLANSs those ports go into, and even a voice VLAN, it is time to fig-
ure out how this traffic is going to get from one switch to a different one. Once data from
a host enters into a switch that data must be able to get somewhere. Needing to move data
off of a single switch brings you to the configuration of trunk links; this way the data can
be passed up to distribution switches and to a routing process to be routed toward another
VLAN or switch block.

You will still be using the network shown in Figure 2.7 for this section of configuration,
except now you will be using two of the switches. You will continue to use DSW1 and now
you are going to use ASW1 as well. The two switches are connected with two links, port
fa0/19 on DSW1 goes to fa0/19 on ASW1 and fa0/20 on DSW1 goes to fa0/20 on ASW1.
By configuring a trunk link between the two switches, you can pass data from multiple
VLANSs and allow the hosts connected to ASW1 to access the rest of the network. Also, in
the next section when you configure VTP, a trunk link is required to carry the VTP data.

1. Configure the trunk encapsulation.

Now, you must configure the trunk encapsulation protocol before you can configure a
port to be a trunk link.
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) There is, however, an exception to this configuration rule. On Cisco’s access
9TE

layer switches (the 2950 and 2960 series), trunk encapsulation configura-
tion is not required because those switches only support the dot1q protocol.
Remember dot1q has become the standard protocol used on networks
today, and now Cisco doesn’t even support ISL on some of their switches.

The encapsulation command is switchport trunk encapsulation type, where the
type option is either dotlq or is1. Both commands are entered from the interface con-
figuration mode.

DSW1(config)#int fa0/19
DSW1(config-if)#switchport trunk encapsulation dotlq

Create the trunk port.

Now that the encapsulation is configured we can make the port a trunk port. The
command is very similar to making a port an access port, but the option is trunk.
The command is then switchport mode trunk.

DSW1(config-if)#switchport mode trunk
DSW1(config-if)#

00:45:58: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/19,
changed state to down

00:46:01: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/19,
changed state to up

Verify the trunk link.

Notice after we put interface fa0/19 into trunk mode, the interface went down and
then came back up. Why did that happen? Well, if you said, “It is because the port was
made a trunk, and by default, the switch on the other end of the link was still an access
port,” you were right about why the port went down.

But why did the port come back up? Remember the negotiation process and how
DTP works. When the port on Switch1 became a trunk, DTP frames started to be
sent to the other end. By default, all switch ports are in desirable mode, which means
the port on ASW1 was negotiated into being a trunk link. Then, the link on DSW1
came back up. You can verify that the interface is in trunk mode with the show
interface trunk command.

DSW1(config-if)#do sh 1int trunk

Port Mode Encapsulation Status Native vlan

Fa0/19 on 802.1q trunking 1

Port Vlans allowed on trunk

Fa0/19 1-4094

Port Vlans allowed and active in management domain
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Fa0/19 1,10,12
Port Vlans in spanning tree forwarding state and not pruned
Fa0/19 none

Look at the show interface trunk command on ASW1. The mode says “negotiated.”
Configure fa0/19 on ASW1 with the same commands you used on DSW1 to make it
permanently a trunk link. The console messages from ASW1 will be the same as it was
for DSW1. Then, run the show interface trunk command again on ASW1. You can
now see that the mode changed to ON.

4. Configure the DTP options.
If you want to change the DTP options for a given port, you can do that with a couple
of very simple commands on the interface. Remember that you set the DTP mode to
ON by placing the port into trunk mode, and can turn it off by placing the mode into
access mode. Those options look like this:

DSW1(config-if)#switchport mode ?

access Set trunking mode to ACCESS unconditionally

dotlg-tunnel set trunking mode to TUNNEL unconditionally

dynamic Set trunking mode to dynamically negotiate access or trunk mode
private-vlan Set private-vlan mode

trunk Set trunking mode to TRUNK unconditionally

To change the dynamic mode from the default of desirable to auto, use the command
switchport mode dynamic [auto | desirable]:

DSW1(config-if)#switchport mode dynamic ?
auto Set trunking mode dynamic negotiation parameter to AUTO
desirable Set trunking mode dynamic negotiation parameter to DESIRABLE

Configuring VTP

Now that you understand how to create a VLAN and assign ports to it, [ need to show you
VTP configuration. VTP, you’ll remember, is the protocol that allows you to synchronize
the VLAN database across multiple switches. The first thing that you need to configure

on the switch is a VTP domain name. Let me show you the options that are available with
the vtp command.

DSW1(config)#vtp ?

domain Set the name of the VTP administrative domain.

file Configure IFS filesystem file where VTP configuration is stored.
interface Configure interface as the preferred source for the VTP IP updater
address.

mode Configure VTP device mode
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password Set the password for the VTP administrative domain
pruning Set the adminstrative domain to permit pruning

version Set the adminstrative domain to VTP version

Set the VTP domain name.

Now the domain is set with the vtp domain domain-name command. Notice again the
default domain name is NULL.

DSW1(config)#vtp domain Test
Changing VTP domain name from NULL to Test

Establish a VTP password.

The next thing that you can configure is the VTP password. Remember this makes sure
that only the switches you want and have configured will take and give updates.

DSW1(config)#vtp password futuretech
Setting device VLAN database password to futuretech

Set the VTP mode for each switch in the VLAN.

Next, you want to make sure that only the switch or switches that you choose are in
server mode and all the others are in client mode. To change the mode of the switches
VTP process, the command is vtp mode [server | client | transparent]. Let’s
take a look. Remember the default mode is server.

5

When you try to set a switch that is still configured as default to server, it responds
with a message that tells you it already is a server. I am going to change my switch’s
mode back and forth so that you can see the output it gives me.

DSW1(config)#vtp mode server
Device mode already VTP SERVER.
DSW1(config)#vtp mode client
Setting device to VTP CLIENT mode.
DSW1(config)#vtp mode server
Setting device to VTP SERVER mode

For you, to continue with the example and the switch block that you are building,
you need to place your DSW1 switch into server mode and your ASW1 switch into
client mode.

Turn on VTP pruning.

Finally, you’re ready to enable VTP pruning, which saves the amount of unneces-

sary broadcast traffic that is sent across your switches. Enable VTP pruning on all of
the switches in the switch block. The command to enable VTP pruning is simply vtp
pruning. To disable pruning, you only need to put no in front of the same command.
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of a command. Sometimes you have to pay very close attention to this
option because the command may be a double negative. You might actu-
ally be turning something ON using the no option.

% The command option no in the Cisco |IOS always negates the default action
P

DSW1(config)#vtp pruning
Pruning switched on
DSW1(config)#no vtp pruning
Pruning switched off

Now that the access switches are configured with the items necessary to get them con-
nected to other switches and to the host devices, we can move on to making them connect
and route through the distribution devices.

Inter-VLAN Routing

In most networks today, switches support multiple VLANS. But if those switches have no
Layer 3 capabilities, then packets cannot travel between VLANs. Without Layer 3 capabilities,
the switch or switches must be connected to an external router. The best and most efficient
way to set this up employs a single trunk link between the switch and the routing device. That
way, the trunk can carry the traffic for multiple VLANs. When the traffic reaches the router,
either a router or multilayer switch, it can then be routed. This single physical link, the trunk,
must be Fast Ethernet or greater to support Inter-Switch Link (ISL) encapsulation. The 802.1Q
trunking protocol is supported on 10 Mb Ethernet router interfaces.

Router on a Stick

When you use an external router to perform the inter-VLAN routing functions, the con-
figuration is typically called “router on a stick.” As mentioned earlier, every once in a while
an engineer creates something really useful and actually gives it a cool name; this is one

of those times. A trunk link connects the router to the switch. The router can then receive
packets from one VLAN and forward them to any other VLAN or subnet that is connected
or known by the router.

To perform the inter-VLAN routing function, the router must know where and how to
reach all the connecting VLANS . Each of the VLANSs represents a separate IP subnet, which
requires its own router connection. I can hear you asking me, “Didn’t we just say that we
are going to have single trunk interface to the router?” You are right, so here is how you are
going to do that.

The router must have a separate connection for each IP subnet, not necessarily a sepa-
rate physical connection. A separate logical connection or subinterface for each VLAN will
work just fine. The router will run a trunking protocol, such as ISL or 802.1Q, just like the
switch. Take a look at Figure 2.8 and you can see how this is going to look physically.
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FIGURE 2.8 Routeron a Stick

Trunk Link — -

Router Interface
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fa0/0.2
fa0/0.3

The routing table on the router will show directly connected subnets that are associated
with each of the VLANSs. They are just configured on the router’s subinterfaces. The router
must still learn routes to networks that are not directly connected via a dynamic routing
protocol.

There are advantages and disadvantages of using the router on a stick configuration for
inter-VLAN routing.

Advantages:

= Pretty easy to configure and implement
= Layer 3 switch not required

= Provides the inter-VLAN communication

Disadvantages:

= Can become a single point of failure
= With a single trunk link there may be congestion

= Switch that connects to the router may introduce latency

Configuring Router on a Stick

Now I will show you how to configure routing with an external router—the router on a
stick configuration. This type of configuration isn’t that common anymore. It is possible
that you could use it in a small branch office somewhere that has a few VLANs and where
you don’t want to spend the money for a multilayer switch. For example, you might do this
configuration for a development team that is setting up test networks and needs routing.
You would not buy a new router, so you would configure router on a stick. You only need
a single switch and a router for this setup. Connect fa0/1 switch to the fa0/0 interface of a
router—called Routerl for this exercise.
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When you set up this kind of routing, part of the configuration will be on your switch.
(You have learned the switch side of the configuration already by configuring a switch port
as a trunk that goes to a router.)

On the router, you have to configure the interface with a subinterface for each of the
VLANSs that you wish to have routed. The additional command will be the encapsulation
command on each of the subinterfaces. Let’s take a look at what the configuration would
be if we have the default VLAN 1 and VLANSs 10 and 20.

The use of the encapsulation command is just like this: encapsulation [dotlq |
is1] vlan-id.

Routerl>enable

Routerl#configure terminal

Routerl(config)#interface Fa0/0.1

Routerl(config-if)#ip address 192.168.1.1 255.255.255.0
Routerl(config-if)#encapsulation dotlq 1 native
Routerl(config-if)#int Fa0/0.10

Routerl(config-if)#ip address 192.168.10.1 255.255.255.0
Routerl(config-if)#encapsulation dotlq 10
Routerl(config-if)#int Fa0/0.20

Routerl(config-if)#ip address 192.168.20.1 255.255.255.0
Routerl(config-if)#encapsulation dotlq 20

We can see from this configuration that each of the VLANSs has a subinterface from which
to be routed. Notice though in the encapsulation command, we specified the protocol being
used and the VLAN ID, which is the same ID as is configured on the switch. The router must
include the VLAN ID for the encapsulation just like the switch.

Multilayer Switching

Multilayer switching is a function performed by a multilayer switch. A multilayer switch
brings the functions of a switch and a router together in one device. Traditionally, a switch
forwards traffic based on Layer 2 information and a router forwards traffic based on Layer 3
information. With a multilayer switch, the device can forward traffic that is in the same
VLAN at Layer 2 and that same device has the ability to do inter-VLAN routing and forward
traffic between VLANG at Layer 3.

Multilayer switches can forward traffic at line speed. (Line speed is a nice way of saying
that it forwards the traffic with very little delay.) The forwarding lookups are done in hard-
ware rather than in software. Software lookups require that the forwarding decisions be
made by the central processor, a process that takes considerably longer. The hardware that
is used to accomplish this is called an application-specific integrated circuit (ASIC).

The routing and required forwarding information are held in the hardware. The informa-
tion is built into tables that are stored in content-addressable memory (CAM) and ternary
content-addressable memory (TCAM). Having this information readily available in hardware
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makes the forwarding process much more efficient, hence the reason for multilayer switches
having wide spread use. In devices today, Cisco Express Forwarding (CEF) is the mechanism
that performs this forwarding and uses these tables. We are going to look at CEF in a little
more detail in the next section.

In order for a multilayer switch to have the ability to route, it needs a route processor.
However, remember that on routers each interface is a separate subnet; this is a fundamental
part of its functionality. A router routes traffic from one network or subnet to another. On a
switch, when we think about the physical ports, they are Layer 2 ports and cannot have an
IP address configured on them. So where do we put Layer 3 information on a switch?

Well, if you think back to your CCNA days of studying, you always assign the manage-
ment IP address for a switch to the VLAN 1 interface. This interface exists by default on all
switches. The interface itself is called a switched virtual interface (SVI). The SVI provides
the Layer 3 path and default gateway for hosts in the VLAN. These SVI are the Layer 3
interfaces that the route processor uses to route between subnets. On a Layer 2 switch such
as 2950 or 2960, there is only one SVI that can be used at a time. On a multilayer switch,
however, you can create an SVI for each of the VLANSs that you wish to route to. The max-
imum number of SVIs that you can have on a switch depends on a few things:

= Switch platform
= Number of supported VLANs

= Processing overhead

P have to watch. If your switch is acting slow or has a constantly maxed out
processor, then you may have too many interfaces configured or too much
data being routed across the device.

a/ Processing overhead isn't so much a hard limit but something you will

Multilayer switches can also be configured with true routed ports, which means you can
configure the port to act just as a port on a real router would. You can place the IP address
and router interface commands directly on the interface. The port when configured this
way is no longer part of any VLAN; it represents a subnet just as a router interface would.

Cisco Express Forwarding (CEF)

CEEF is the newest Cisco proprietary switching or forward type. CEF makes the forwarding
process in multilayer switches and routers much faster and more efficient. The history of
switching includes a couple of different forwarding types.

Routing The lineage of switching really started in routers. When you hear switching, you
typically think Layer 2 switches; however, switching is really moving a piece of data from one
interface to another. So, when a router moved a packet from one interface to another inter-
nally, it is really switching the traffic. Routing was the process the router used to determine
which interface had to be the outgoing interface to move the data toward its destination.
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Process Switching The first switching was just process switching; all of the data packets
had to be processed through the central processor. Process switching was very time con-
suming and delayed the packets.

Cache-Based Switching Cache-based switching has had a few different names—Netflow
switching, “route one switch many”—but they refer to the same thing. When the first packet
enters the device, it is process switched so that all the appropriate information can be deter-
mined. Once the device has the forwarding information, it is cached in a fast lookup table.
When the rest of the packets in the flow enter the device, the forwarding lookup can be accom-
plished in RAM by looking at the information in the cache table.

Cisco Express Forwarding The current forwarding type is CEF. CEF is also called topology-
based switching. CEF allows for fast forwarding of data at Layers 2 and 3 by building new
tables to hold the information in hardware.

Building the Forwarding Information Base (FIB) Table

CEF builds a new routing table called the forwarding information base (FIB). The FIB table
holds all of the routes the same way the routing table does; the FIB is constructed from the
routing table. CEF is not a routing protocol itself. It relies on a routing protocol to build and
update the routing table from which the FIB is built. When CEF is enabled, the FIB table
has the same authority as the routing table. If a destination network is not in the FIB when
a packet comes into the device, then the packet is dropped just as it would be with the stan-
dard routing table.

Building the Adjacency Table

CEF also builds an adjacency table that houses the Layer 2 information for forwarding
decisions. The adjacency table is stored in CAM and lookup time is improved through the
use of search algorithms. A key is created to compare the frame to the table content. Let
me give you an example. The destination MAC address and VLAN ID (VID) of a frame
constitute the key for Layer 2 table lookup. This key is fed into a hashing algorithm, which
produces a pointer into the table. The system uses the pointer to access a smaller specific
area of the table without requiring a search of the entire table.

Preparing to Transmit

Once the forwarding decision has been made and the packet has been switched across the
routing device, the frame must be rewritten to be transmitted on the new network. IP uni-
cast packets are rewritten on the output interface like this. First, the device must change
the source MAC address from the sender’s to its own. Second, the device must change the
destination MAC address from its address to the next hop’s address. Third, the time to live
(TTL) must be decremented by one, which means that the IP header checksum must be
recalculated. Last, the frame checksum must be recalculated.
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Configuring Inter-VLAN Routing

To configure an inter-VLAN, I am going to go back to the network in Figure 2.7. For this
example, your DSW1 switch must use a multilayer switch (3550, 3560, or 3750). Also, the
switch block you are creating will use VLANs 10 and 20, so if you have not created them in
your VLAN database, you will need to create them.

I will show you how to turn on routing in your multilayer switch. Then, you have to
configure the interfaces to route from. Finally, I will show you how to create routed ports
on your multilayer switch.

First, we need to enable routing on your multilayer switch. By default, routing is not
enabled; a multilayer switch is still a switch first. The command to enable routing is nothing
more than ip routing.

DSW1>enableDSW1#configure terminal
DSW1(config)#ip routing

Now that routing is enabled, you have to give the switch, and more important the
VLANS, a Layer 3 interface from which to route. The feature is called an SVI. The SVI is
configured with the interface vlan vlan-id command. Because VLAN 10 and VLAN 20
are the VLANSs used in this switch block, you have to create an SVI for each one.

a VLAN will not create the VLAN in the VLAN database. The VLAN and the

é/ If you have not created the VLAN in the VLAN database, creating an SVI for
P
SVI for a VLAN are completely separate items.

DSW1(config)#interface vlan 10

DSW1(config-if)#ip address 192.168.10.1 255.255.255.0
DSW1(config-if)#no shutdown

DSW1(config-if)#interface vlan 20

DSW1(config-if)#ip address 192.168.20.1 255.255.255.0
DSW1(config-if)#no shutdown

Notice that once the SVI has been created, enabling the interface and setting the IP
address is done just like on a router interface.

Finally, you’re ready to create a routed interface on the switch. A routed interface will
function just like a router port. It isn’t part of a VLAN. You can use it to connect a single
system such as a server or firewall. This will give you a network that has only one system
and only one switch port is needed, which you can compare with a network where you have
multiple hosts and each of them use their own port as part of a VLAN.

The command for this configuration is just no switchport. The switchport command is
used to configure most of the Layer 2 functions for the switch, so by saying no switchport
you take away the Layer 2 functions and leave a Layer 3 port.

DSW1(config)#interface Fa0/1
DSW1(config-if)#no switchport
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So, now you have configured the functionality for inter-VLAN routing. This gives you
the routing ability you need inside the switch block and ultimately out of the switch block
to the rest of the network.

EtherChannel

Everyone knows that networks always need more bandwidth. End users want fast responses
and more applications. So many applications today are huge bandwidth suckers. With the
wider use of video, audio, and intensive web applications, the requirement for bandwidth
keeps getting higher. To combat this growing need, Cisco developed EtherChannel. Ether-
Channel is a switch-to-switch technique that inversely multiplexes multiple Fast or Gigabit
Ethernet switch ports into one logical channel. Its major advantage is being cheaper than
higher-speed media while utilizing existing switch ports.

EtherChannel can be used for other reasons. It can increase the bandwidth to a single
server. EtherChannel is used this way quite a bit today with the growth of virtual servers
and so much data coming and going from a single system.

EtherChannel is also very useful as an upgrade path instead of having to immediately
upgrade switches to newer more expensive devices. For example, think about the switch
block that you have been building in this chapter. The hosts connect to the switches on
Fast Ethernet connections and the access switch connects to the distribution switch with a
Gigabit Ethernet connection. That may be fine right now, but in a couple of months when
the number of users on the switch has grown and the amount of data they generate has
increased, it probably won’t be enough. What are you going to do?

You could buy more expensive switches that have 10 Gigabit Ethernet uplinks to the distri-
bution switches. You might get hung for asking to buy them too! You could buy more switches
so that you could spread out the users more, but again you are buying more equipment.

Here is where EtherChannel comes in. You can add an additional Gigabit Ethernet con-
nection between the switches and bundle them together, essentially doubling the throughput
you have between the switches. EtherChannel is a cross-platform method of load balancing
between servers, switches, and routers. EtherChannel can combine two, four, or eight ports
(depending on the switch platform) into one logical connection that can deliver redundancy.

EtherChannel doesn’t just do round-robin frame-by-frame forwarding on each link
like many other load-balancers. The load-balancing policy or frame distribution can use
multiple pieces of data to perform the load balancing (depending on the switch platform
used). For example, the load-balancing operation could perform an X-OR calculation on
the two lowest-order bits of the source and destination MAC address. The X-OR operation
between a given pair of addresses uses the same link for all frames. This can be an advan-
tage, but it can also be a disadvantage.

One of the benefits of the X-OR operation is that it prevents out-of-order frames on the
receiving switch. Another advantage is redundancy. If the active channel that a connection
is using goes down, the rest of the traffic flow can travel over a different active link on that
EtherChannel. The disadvantage to X-OR operation is that there is less control in guarantee-
ing the load on the channels will be equal. This is because the load-balancing policy is using
a specific header value, a value that can be defined by the platform or by the user.
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Remember the following requirements when configuring EtherChannel:

= All ports in the EtherChannel must be configured to operate at the same speed and in
the same duplex mode.

= If an interface in the bundle gets shut down, the switch treats it as a link failure. With a
link failure, traffic will traverse other links in the EtherChannel.

= An EtherChannel will not form if one of the interfaces is a SPAN destination port.

= If this is to be a Layer 3 EtherChannel, then the Layer 3 addresses must be configured
on the port-channel logical interface, not to the physical interfaces in the channel.

= All ports in the EtherChannel bundle must be assigned to the same VLAN or be con-
figured as a trunk.

= An EtherChannel must have the same allowed range of VLANSs on all the interfaces in
a trunked Layer 2 EtherChannel. If the allowed range of VLANSs is not the same, the
interfaces do not form an EtherChannel.

= For Layer 2 EtherChannel bundles, either assign all interfaces in the EtherChannel to
the same VLAN or configure them as trunks.

In the “Configuring EtherChannel” section, I cover all the configuration options. For
now, let’s get a look at the differences in the automatic association protocols (PAgP and
LACP) that can be used for EtherChannel setup.

Automatic Bundling Protocols

Cisco has developed a proprietary protocol for creating EtherChannel bundles; it functions
much like DTP does for trunk negotiation. The protocol for EtherChannel is called Port
Aggregation Protocol (PAgP). PAgP packets are sent between switches on EtherChannel-
capable ports. These packets are used to negotiate the forming of a channel. When PAgP
finds Ethernet links that match all their settings, it groups or bundles the links into an
EtherChannel. The EtherChannel is then added to the spanning tree topology as a single
bridge port.

PAgP uses the same type of settings for negotiation as DTP does—ON, desirable, and
auto. Table 2.1, shows you each of the modes for PAgP and describes their actions.

TABLE 2.1 PAgP Negotiation Mode Settings

Setting Description

ON ON works the same as setting the trunk option in DTP; it forces the
negotiation of the EtherChannel and only operates as an EtherChannel.

Desirable Desirable is the active negotiator. It sends out the PAgP packets to tell
the other side of the link it wishes to be an EtherChannel.

Auto Auto works the same way as it did in DTP. The port passively listens for
EtherChannel negotiations and will become part of a bundle if asked.
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The other part of the PAgP configuration creates the EtherChannel virtual interface. The
virtual interface acts as the single point of entry and exit for data instead of using the physi-
cal interfaces. When the switch processor forwards frames to a connected device but the
device is connected by an EtherChannel, the virtual interface acts as the single connection
for the forwarding process. The virtual interface is also where you can make configuration
changes for all of the ports that are in the bundle.

The other automatic negotiation protocol is the Link Aggregation Control Protocol
(LACP). LACP is an open standard and part of the 802.3ad specification. LACP, like PAgP,
allows multiple ports to be automatically bundled into a single EtherChannel. The biggest
difference is that LACP can be used in mixed vendor environments because it is an open
standard. The three options for negotiation are listed in Table 2.2. They operate the exact
same way, but they have different names.

TABLE 2.2 LACP Negotiation Mode Settings

Setting Description

ON ON works the same as setting the trunk option in DTP; it forces the
negotiation of the EtherChannel and only operates as an EtherChannel.

Active Like desirable in PAgP, active is the active negotiator. It sends out
the PAgP packets to tell the other side of the link it wishes to be an
EtherChannel.

Passive Passive works the same way as auto did in DTP and PAgP. The port

passively listens for EtherChannel negotiations and will become part
of a bundle if asked.

In order for LACP to function properly, a couple of other parameters have to be set. The
parameters can be set automatically or through manual configuration.

System Priority Each switch running LACP must have a system priority. The switch auto-
matically uses the MAC address and the system priority to form the system ID.

Port Priority Each port in the switch must have a port priority. The port priority and the
port number form the port identifier. The switch uses the port priority to decide which ports
to put in standby mode when a hardware limitation prevents all compatible ports from
aggregating. A hardware limitation could be something as simple as the switch only allows
four ports to be placed in a bundle.

Administrative Key Each port in the switch must have an administrative key value.
The administrative key defines the ability of a port to aggregate with other ports, deter-
mined by a few factors. The port has physical characteristics, such as data rate, duplex
capability, and point-to-point or shared medium.
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So, basically, setting up an EtherChannel is a pretty painless process. It’s especially use-
ful if you need to have more bandwidth from one device to another and don’t want to shell
out the money for new switches or routers. Now, you may be able to use EtherChannel as a
solution before equipment upgrade is mandatory.

Configuring EtherChannel

So, let’s configure EtherChannel on a switch. Configure DSW1 from the same test network
setup you have been using. Again, refer back to Figure 2.7 if you need to refresh your memory.

1. Configure the port-channel interface.

The first thing that you have to configure for the EtherChannel is the virtual inter-
face that the switch will use instead of the individual ports. This virtual interface
is called a port-channel. The command to configure it is interface port-channel
channel-group number.

DSW1(config)#interface port-channel 1

2. Assign physical ports to the port-channel interface.

Now that you have created the port-channel interface, you can associate physical ports
to it for use in the bundle. To do that, simply go into the interface configuration mode
on an interface.

d You can now specify more than one switch port at a time for configuration.
P To do this, use the interface range command. This command was intro-
duced in the 12.1(19)EA1 version of IOS.

Using the interface range command, specify ports fa0/19 through fa0/20
on switch DSW1.

DSW1(config)#interface range Fa0/19 - 20

Notice when you are specifying the ports, you only have to specify the slot
(the fa0/ part of the port number) once. Then, you specify the actual port
numbers 19-20. This is because you cannot span across a slot in a switch
that has more than one module or blade. If you are using the range com-
mand, the ports you are selecting must be on the same module.

3. Associate the ports with a port-channel.

Now that you have selected a port or range of ports, you can move on to the EtherChannel
configuration. The next thing to do is tell the ports what port-channel they are going to be
associated with. Use the channel-group command on the interface for this step. The chan-
nel group number that you specify must match the port-channel interface number that you
already created. This number match is what associates the two features together.

Switchl(config-if)#channel-group 1
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4. Set the bundling protocol.

If you wanted to change the channeling or bundling protocol from the default of PAgP to
LACP, you can use the channel-protocol [pagp | lacp] command. You may have to do
this if you are connecting to a different vendors’ equipment or a server device that doesn’t
support Cisco’s PAgP.

Switchl(config-if)#channel-protocol Tlacp

5. Set the port negotiation mode.

You can also change the mode in which the port will act in. Remember auto is the
default for PAgP and passive is the default for LACP. The command to change the
mode is the channel-group command that you used already; the mode is appended to
the end of the command. So now the command is channel-group 1 mode [active |
on | auto | desirable | passive].

Switchl(config-if)#channel-group 1 mode desirable

You have now created a regular Layer 2 EtherChannel bundle. You can also configure a
Layer 3 EtherChannel bundle. When the network includes a Layer 3 core, Layer 3 bundles
connect your distribution switches to the core switches. I’ll cover the benefits and drawbacks
of Layer 2 versus Layer 3 in Chapters 4 through 6 when I cover routing protocols. But, for
now, let’s take a look at the Layer 3 configuration.

Most of the configuration is the same as what you have already done for EtherChannel.
You have to create a port-channel interface, but now on the interface you have to make it
a Layer 3 port. How do we do that on a switch? If you said, “Use the no switchport com-
mand,” you are right! When we add physical ports into the bundle, we will also have to
make those ports into Layer 3 ports. You are going to see these configurations in my next
example. You will make the EtherChannel bundle that you currently have that is a Layer 2
bundle into a Layer 3 bundle.

So let’s run through creating a sample Layer 3 EtherChannel.

Switchl(config)#interface port-channel 1
Switchl(config-if)#no switchport

Switchl(config-if)#ip address 192.168.30.1 255.255.255.0
Switchl(config-if)#interface range Fa0/19 - 20
Switchl(config-if)# channel-group 1
Switchl(config-if)#no switchport

That is the minimum configuration that you need to create a Layer 3 EtherChannel. The
only thing that I threw in there on you was the ip address command. Since it is Layer 3
interface, it has to have an IP address.

There are a couple of good commands that you can use to verify the configuration and
operation of an EtherChannel. First, use the show running-config command to check your
configuration. You can also use the show etherchannel channel number port-channel
command to see some statistics on the interface. You can also look at the individual port
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statistics with the show interfaces fastethernet 0/1 etherchannel command. Try them
out once you have your EtherChannel up and running; you can get good information. Hope-
fully, your configuration is working, but these commands can really help you out if it is not.

Summary

I have discussed and configured tons of great things—many very important things. Most

of the topics in this chapter covered items used on a daily basis in the average network. I
started off talking about VLANs and how to configure them, and it won’t be every day that
you make a new VLAN. But you will need to know different ways to create VLANSs in the
database. Remember, when you associate a port with a VLAN, if the VLAN doesn’t exist in
the database, it will be created when you try to put the first port into it. So, knowing all the
ways that you can create a VLAN is very important. Chances are you could be placing and
removing ports from VLANs on a near daily basis, and if you do it incorrectly you could be
adding VLANSs you don’t need or placing ports into a VLAN that will get them nowhere.

You learned about the different modes that you can configure your ports into. Remember
that, for security, it is best to have all of your ports in access mode. Only place the ports in
trunk mode if they are going to be trunks. Configure trunk links so they are always trunks
and not negotiating that mode. DTP can be a useful protocol but, unfortunately, useful pro-
tocols are often security threats.

VTP is great for maintaining your VLAN database between many switches, but make
sure when you are adding new switches that you add them into the network in client mode
at least and, better yet, use transparent mode. If the switch is in transparent mode, the
revision number is reset and you won’t overwrite your existing database. No RUEs please!
There are quite a few options for VTP that can make your network safer and work more
efficiently. Don’t forget about the password you can set, and be sure to turn on pruning so
you don’t waste bandwidth.

When it is time to make sure that traffic can go from one VLAN to another, you now
have a couple of ways to configure inter-VLAN routing. The router on a stick method works
great for smaller areas in your network, such as branch offices, but most of your larger switch
blocks are probably going to have a multilayer switch. Remember, there is a difference between
an SVI and a routed port. The SVIis the Layer 3 function for the VLAN. Multilayer switches
have routing turned off by default. Many people can’t get traffic between VLANSs simply
because they didn’t enable it.

Finally, you now have EtherChannel in your arsenal to use against low bandwidth. You
can configure Layer 2 and 3 bundles, depending on where they are going and how the link
needs to function. The configuration for EtherChannel is pretty easy; don’t let something silly
like one of the prerequisites prevent you from getting the channel to come up. Remember the
list. You have to have the same duplex, speed, VLANSs allowed, SPAN ports, and port type.
They must all be the same!

Again, practice the configurations that I walked you through. It is important for your
practical work on the network and is covered by objectives for certification exams as well.
All very important!
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Review Questions

1. What feature in a switch provides separate broadcast domains?
A. STP
B. Broadcast domain
C. VLAN
D. PortFast

2. What type of link on an Ethernet switch is a host connected to?
A. Trunk link
B. Accesslink
C. EtherChannel
D. Token Ring

3. What is the IEEE standard for a trunking protocol?

A. 802.11
B. 802.3
C. 802.1Q
D. 802.5
4. What is the Cisco proprietary trunking protocol?
A. ISL
B. dotlq
C. Token trunk
D. SS7

5. How many VLANSs can an ISL trunk carry?

A. 4096
B. 500
C. 1000
D. 64

6. What is the default port configuration for DTP?
A. Dynamic auto
B. Dynamic desirable
C. Trunk
D

Access
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7. Will a trunk be formed if both ends are configured for dynamic auto?
A. Yes
B. No
C. Don’t know
D. All of the above

8. End-to-end VLANS are the recommended way to configure VLANSs in today’s networks?
A. True
B. False

9. VTP maintains what database across all of your switches?
A. VLAN
B. Port
C. EtherChannel
D. Port security
10. A feature to route between VLANSs using just one router port and a VLAN trunk is
called what?
A. Routing
B. Inter-VLAN
C. Router on a stick
D

Impaled router
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Answers to Review Questions

. VLANS provide separate broadcast domains on switches by logically dividing the switch.
Hosts are typically connected to access links.

. The IEEE standard for trunking is 802.1Q.

. The Cisco proprietary trunking protocol is ISL.

. ISL can only carry 1000 VLANSs as compared to dotlq carrying 4095.

Dynamic desirable is the default for Cisco switch ports.
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. If both ends are set to auto, then no trunk will be formed because no DTP request
packets are being sent.

8. B. False. VLANSs are recommended to be configured as local VLANS.
9. A. VTP maintains the VLAN database across all of your switches.

10. C. Router on a stick is the feature with this setup to provide inter-VLAN routing.
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Well, you might have thought you were done with

: switching, but there is more. In this discussion, I talk about
BESASTS how you control the topology and your connections. In the
last chapter, I mentioned Spanning Tree Protocol (STP), which is used to verify that
your switched infrastructure does not have loops. You want to have redundant links
between switches. You want those extra links so that if one goes down, there is a second
to take its place.

The goal in this chapter is to understand all of the functions of STP and how it prevents
broadcast storms, multiple frame copies, and protects the stability of the MAC address table.
I’m going to give you a look at a few different types of STP, as there have been upgrades
to the protocol over the years. Those upgrades include port fast and what I like to call the
guard functions: BPDU Guard, Root Guard, Loop Guard, and BPDU filtering. STP is very
important to the operation of your switched network, so pay attention.

? For up-to-the-minute updates on this chapter, check out www. sybex.com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

STP Operation

The first thing to look at is the original IEEE 802.1d STP protocol. Under this standard,
when STP starts up on a switch, which by default is automatic when a switch boots, it
sends out information so that each of the switches can compare themselves to one another
for the purpose of finding who has the best bridge ID. The information is basically a hello
frame. Specifically, in STP the hello is called Bridge Protocol Data Unit or BPDU. The
BPDU allows all of the switches to see what the best switch is in order to elect a root bridge
and how (on what links) they are connected to each other. This comparison ultimately
allows each switch to become part of the shortest path tree. A single tree structure is built,
starting at the root bridge and working down through the rest of the switches, and is used
to prevent loops in the network.

I’m going to introduce you to each of the components that make up the shortest path tree
including the Root Bridge, root ports, and designated ports. I’ll also cover the comparison or
election process and, finally, the full operation of STP in your network.
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STP Components

It’s time to take a closer look at all of the components that STP uses to perform its job. As

I already mentioned, one of the first things that must be done is allow all of the switches to
communicate to each other about their seniority in the network. Seniority is determined by
the switch’s Bridge ID (BID). I’ll cover the way a switch finds its BID in the next section. The
BID must be communicated to each of the switches in the connected switch fabric. By switch
fabric I mean all of the switches that are connected in a broadcast domain. BPDUs are only
propagated within a broadcast domain. The STP Hello frame is called a BPDU, and it con-
tains a switch’s BID. Take a look at Figure 3.1 and Table 3.1, where I show you the other
fields in a BPDU.

FIGURE 3.1 BPDU Fields

Protocol Versi Message Al Root ID | Root Bridae ID| Port ID Message |[Maximum| Hello | Forward
Identifier 1eLS|0n Type | Sgts (8 bytes) [Path Cost f;lbgte Q%rt Age Age Time | Delay
(2 bytes) | (10VEe) | (1 hyte) | (1 bvIe) (4 bytes) | (8 DYIES) [ (2 DYteS)| o hutas) | (2 bytes) | (2 bytes) [ 2 bytes)

TABLE 3.1 BPDU Field Descriptions

BPDU Field Description

Protocol Identifier The Protocol Identifier field indicates the type of protocol. This field
contains the value zero.

Version The Version field indicates the version of the protocol. This field
contains the value zero.

Message Type The Message Type field indicates the type of message. This field
contains the value zero.

Flags The Flags field includes one of the following:
Topology change (TC) bit, which signals a topology change

Topology change acknowledgment (TCA) bit, which is set to
acknowledge receipt of a configuration message with the TC bit set

Root ID The Root ID field indicates the root bridge by listing its 2-byte prior-
ity followed by its 6-byte ID.

Root Path Cost The Root Path Cost field indicates the cost of the path from the
bridge sending the configuration message to the root bridge.

Bridge ID The Bridge ID field indicates the priority and ID of the bridge sending
the message.
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TABLE 3.1 BPDU Field Descriptions (continued)

BPDU Field Description

Port ID The Port ID field indicates the port number from which the configu-
ration message was sent. This field allows loops created by mul-
tiple attached bridges to be detected and corrected.

Message Age The Message Age field indicates the amount of time that has
elapsed since the root sent the configuration message on which
the current configuration message is based.

Maximum Age The Maximum Age field indicates when the current configuration
message should be deleted.

Hello Time The Hello Time field indicates the time between root bridge con-
figuration messages.

Forward Delay The Forward Delay field indicates the length of time that bridges
should wait before transitioning to a new state after a topology
change. If a bridge transitions too soon, it is possible that not all net-
work links will be ready to change their state and loops can result.

BPDUs are sent out to all ports that are not in blocking mode, on all switches every
two seconds. This default two second duration is controlled by the hello timer. I talk more
about timers coming up when I take you through the operating steps of STP.

Once the seniority of all the switches as been determined, then the best switch makes
itself the Root Bridge. The best switch is the switch that has the lowest BID.

) Fact: The “bridge” in Root Bridge is a leftover from the days when STP that
TE ran on bridges and switches didn’t yet exist.

The Root Bridge is now going to act as the root of the shortest path tree. Every other switch
will determine its best path to the root bridge. Once the best path for every other switch is
determined, the tree structure starts to take form with each of the non-root bridge switches
forming a branch in the tree.

At this point you need to understand what port states are. For this first version of STP,
various ports play specific roles: root, designated, or nondesignated. It is through these port
roles that the branches of the tree are found.

Root Port A port is designated as the root port of a switch when it is connected to the
path or segment that is the best path back to the root bridge. Each switch has one—and
only one—root port, with the exception of the root bridge, which does not have a root
port. The root port is always the path out of the switch leading to the root bridge.
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Designated Port Every network segment must have one designated port. The designated
port is the port that is in forwarding mode. To make sure you understand, there must be
one—and only one—designated port on every segment. The exception to this rule is the
root bridge; every port on the root bridge is placed in the designated port state.

Nondesignated Port A nondesignated port is a port that is in blocking mode. You can
have one nondesignated port on a segment, but a nondesignated port is not always needed,
like in the case of a root port’s being connected to the designated port of the root bridge.

Now let me take you back to the STP process. The root bridge has all of its ports set as des-
ignated ports. All of the other switches find the port that is connected to their best path to the
root bridge, and assign that port role of Root Port. At this point, the rest of the tree is deter-
mined and all other segments place their ports in designated and nondesignated status. Il tell
you more about the process of figuring out all of those paths in the “Determining Paths” sec-
tion later in this chapter. First, I'll show you how the root bridge is determined.

Switch Identification

As I told you earlier, the switches determine seniority, but we need to know how they do this.
It is an election process. So, what determines which one the best is? Do all of the switches
submit votes? Well, sort of. Each switch sends out its BID, which is a field in the BPDUs, for
comparison. Each switch must have a BID. Okay, so on to the next question you are asking.
How does a switch determine its BID? Every switch basically determines its own BID based
on two values already in the system; you can configure one value and the other you generally
cannot.

The BID is then made up of two pieces. The first is the system priority. By default, every
switch’s priority is 32768. You can change this value, but only in increments in 4096. So,
the lowest value is 0 and the next is 4096, then 8192, and so on. The full range runs from
0 to 65536. The lower you set the value, the higher the switch raises in the election results.

Now you have the first part of the BID, the second half of the BID is the switch’s MAC
address. The MAC address used is the system MAC address, and the system MAC address
is the MAC address assigned to the switch. It would also use this MAC address to send
traffic that is sourced from the switch itself.

Now once you have both of these pieces, you can make the BID. You essentially just
write them together. First, write the priority then a dot like this: 32768.; then you add the
MAC address written in three groups separated by dots. So the whole thing would look like
this: 32768.00c0.004c.3451. Now you have the whole BID.

You may be asking yourself, “Okay, great, now I have the BID. What is done with it now?”
Well, here’s where the election process I mentioned comes in.

During the election process all of the switches compare their BIDs and the switch with
the lowest BID wins and becomes the root bridge. Yes, that’s right—the lowest number wins.
Now, just so that you understand how to compare the BID, first the priority is looked at. If all
the switches carry the default priority of 32768, then nothing is decided at this point.

You must next look at the MAC address. The MAC address is compared bit by bit, and
the switch with the lowest MAC becomes the root bridge. Once the root bridge is identified,
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then each of the other switches determines their best path to the Root Bridge and that starts
forming the shortest path tree. The next thing I show you is how the paths are chosen and
how the redundant paths are blocked.

Determining Paths

A switch uses a series of three factors to determine the best path between switches. Those
three factors are:

= Path cost
] BID
=  PortID

All three factors are not necessarily used in every instance of path selection but at least
one of them will. They are, however, always used in the order I just listed.

Path Cost Over the years, the standard by which the path cost is determined has changed.
The old scale used to be a very easy to calculate value that was based on a linear scale. Those
linear scale values were determined by dividing a reference bandwidth (1,000,000,000 bits
per second) by the real bandwidth of the link. The new standard for STP path cost is a non-
linear scale assigned based on the standard path speeds. There isn’t a nice easy way to calcu-
late the cost anymore, but you get to memorize some fun random numbers now! (I hope you
can hear the sarcasm in my voice.) The path cost is the total sum of all the segments in the
entire path. The path with the lowest cost is selected. Each segment has a cost based on its
speed. Table 3.2 lists the breakdown.

TABLE 3.2 Spanning Tree Protocol Path Costs

Link Bandwidth Old Cost New Cost
4 Mbps 250 250

10 Mbps 100 100

16 Mbps 63 62

45 Mbps 22 39

100 Mbps 10 19

155 Mbps 6 14

1 Gbps 1 4

10 Gbps 0 2
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BID The BID is used to compare two bridges on a segment. A switch compares its BID to
its designated bridge’s BID. A designated bridge is the bridge that the local switch considers
its directly connected neighbor along the root path; traffic must go through this neighboring
bridge to get to the root bridge along the root path.

Port ID Port ID is the last criteria in the list, the final tie breaker. If the other two factors
have not produced a winner, then the port with the lowest port number is selected.

d | always make a joke about elections in IT-related topics; this last tie-breaking
P value in a series of values seems to almost always be a case of “My mom
is prettier than your mom.” It's almost as if we were fighting about it on the
play ground at school. The port ID is that value for STP, and that seems to
help me remember it.

Let’s take a look at a few examples. I want to start out simply. To help you understand
where you might to see this, let’s look at the FutureTech network. For these basic STP
examples, you will see them anywhere you have more than one switch connected together.
You will also see as I go through the examples that it only takes two or three switches to
examine the basics of STP. So, it is very easy to recreate a situation and practice configur-
ing them. Think about where you probably spend most of your time, in the access layer of
the network, places where there are users to mess things up for you! The access layer or
a switch block isn’t the only place in the network to think about of course; if you have a
Layer 2 network core, you will see the exact same things happen there.

Look at the first example shown in Figure 3.2. For this example, you are one of the lead
network engineers in the corporate headquarters of FutureTech. So here is the situation.

@ Real World Scenario
Super Widget XT

The sales staff for one of the most popular new products, Super Widget XT, has almost
doubled in the last few months. This growth requires the implementation a new switch
in the access layer of the switch block that services the sales group. The switch will be
physically cabled to two distribution switches.

Once the new switch is in place, look at where it fits into the network and what its STP
role is. Just look at the new switch and the distribution switches that it is connected to.
(In later examples, | will show you some of the effects of having more switches and not
having STP configured properly.)

For right now, three switches are connected. The two switches, DSW1 and DSW2, at
the top of the figure represent the distribution layer switches in a switch block. The switch,
ASW1, on the bottom of the diagram represents the new access layer switch that you
recently added to the network.
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FIGURE 3.2 Determining STP Root Ports with Path Cost

DSW1 DSW
g Fa02 Fa0/1_==—=4 B|D 32768.0000.0000.0002

— -

BID 32768.0000.0000.0001
Root Bridge

Fa0/1 Fa0/2

BID 32768.0000.0000.0003

When you examine the BID on each of the switches, you see that DSW1has been elected
as the root bridge because it has the lowest BID. (Later in this chapter, I show you the out-
put from the show spanning-tree command where you can see the BID for a switch.) You
will have to look at the BID on each of the individual switches and compare them.

Write It Down

When | am doing this for real, say at a client’s office doing a network assessment, | create
a diagram. (It would be nice if the company had a diagram of the network, but that is rarely
the case.) On the diagram, | put down the seniority of each switch. There is no use in figur-
ing out where in the pecking order all of the switches are multiple times.

You should always have a diagram of the network. Just write down which switch is the
Root Bridge and which switch is the second best, third best, and so on. | just write a number
directly on the switch. That number indicates the order of the switch. This way, when | am
trying to figure out the other links between the switches, | don’t have to keep looking at the
BIDs to figure which switch is the best. A simple diagram will save you a bunch of time.

The next step is to figure out the root port for the other two switches, DSW2 and ASW1.
The root port, again, is the port that connects them on the best path to the root bridge. In
order to figure out the root ports, you have to determine the path costs for each of the non-
root bridges. Notice all of the segments between the switches are 100 Mbps links, so each
segment has a cost of 19. For each of the non-root switches, the path through fa0/1, the
port directly connected to the root bridge, has a path cost of 19.

Now, notice that each switch has an alternate route to the root bridge, through their
fa0/2 port. But, if either of the non-root switches was to choose the fa0/2 interface as its
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root port, the path cost would increase to 38. The path cost goes up because along that
path to the root bridge, traffic must cross two segments, each with a cost of 19.

Take a look at Figure 3.3. In this segment, there are just two switches. To determine the
port status for each of the switches, first check the MAC address in the BID. DSW1, based on
the MAC address in the BID, is the root bridge. The root bridge’s ports all become designated
ports. To determine the port status for the non-root bridge, begin by checking the path cost.
Both of the links between the switches are 100 Mbps links, which means that the path cost
between them is the same at 19. The next determining factor is the BID. Since there are only
two switches and the root bridge has all of its interfaces as designated already, this won’t
determine the root port, the final and determining factor becomes the port ID. Since the two
ports are ports fa0/7 and fa0/8, the port with the lower port ID becomes the root port. In
this case, port fa0/7 becomes the root port and fa0/8 becomes the nondesignated port and is
placed in blocking mode.

FIGURE 3.3 Determining STP Root Ports with Port ID

Fa0/7 Fa0/7
,Esﬂl |Designated Root Port /ESlZ I
Fa0/8 Fa0/7
Designated Blocking
BID 32768.0000.0000.0001 BID 32768.0000.0000.0002
Root Bridge

Now, consider what would happen in that same two-switch network segment if switch
DSW2 had a 10 Mbps link connected to fa0/7 and the link connected on fa0/8 was 100 Mbps
link. Would the root port be different? If you said, “Yes,” then you are right. When the path
costs are different for the links, the path cost becomes the determining factor. Since the slower
10 Mbps link has a cost of 100 and the 100 Mbps has a cost of 19, the 100 Mbps link, port
fa0/8, becomes the root port.

But what if neither of the switches is the root bridge? You have to go a step further
and figure out the port states between two switches when neither is the root bridge.
Look at Figure 3.4. Here you see three switches. DSW1 is again the root bridge. This
time look specifically at the link between the two non-root switches, ASW1 and ASW2.
Once again, you must determine which port will be designated and which will be in the
blocking mode.

Again, go back to the three factors for determining roles: path cost, BID, and port ID.
This time, the path cost for both of the switches is the same, as both are 100 Mbps links.
Each carries a path cost of 19 when traffic travels across the link. The second factor is the
BID. Now you’ll see a difference between the switches” BIDs in this case. You can see the BID
of switch ASW1 is lower than the BID of switch ASW2, which means that ASW1 will have
the designated port and ASW2 will have the nondesignated port.
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FIGURE 3.4 Determining Port Roles for Non-roots
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Configuring Spanning Tree Protocol

So, now you know how the switches automatically elect a root using the BID. However, leav-
ing the election to the automatic method may leave something to be desired in your production
network. Remember, using the automatic method, the only thing a switch needs to be elected
root bridge is the lowest BID. This means that the oldest slowest switch in your network could
end up being the root because it could very well have the lowest MAC address on the network.
I have seen an old 1900 series switch become the root in a network with new, great 3560 and
4500 series switches. If the traffic load is high, then having this old slow switch as your root
bridge will not be a good thing. Not only will load be an issue but if the switch fails or goes
down, there is no clear definition of the backup switch is going to be. Both of these things can
be addressed with a couple of fairly simple configurations. Let’s take a look. I show you how
you can configure one or two things to prevent this. You can configure the newer switches to
win the election and become the root bridge or make sure that the old switch will never be
elected by configuring it so that it can never win.

Setting Priorities Manually
The command for setting priorities manually is spanning-tree [VLAN number | VLAN
list] priority value. It would look something like this.

Switchl(config)#spanning-tree vlan 1, 10-20 priority 4096

Notice with this command after the VLAN 1, T added 10-20. This option is a VLAN list.
You can use commas to separate individual VLAN numbers or the hyphen to specify a
range of VLANSs. Then, I configured the bridge priority to 4096. The next thing that you
should do is specify a backup root, that can be done like this.

Switch2(config)#spanning-tree vlan 1, 10-20 priority 8192
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@ Real World Scenario
When You Want It Done Right . . .

There are many reasons why you might want to designate which switch is going to be the
root bridge. | run into all sorts of problems caused by automatic elections in client net-
works. Believe me, they can be a pain to troubleshoot when the network goes down. For-
tunately, the fix is very easy; all you have to do is manually set your STP topology. Here
are some of the things that | have seen; they aren’t in any order of significance.

] Poor direction or flow of traffic
L] Overwhelmed old switch
L] Switch with slow links being the root

] No backup root configured

Like I mentioned, you can specify the VLANs that you want to configure in more of a
real list fashion. To show you an example of this, consider: what if you didn’t want to set
the priority for all the VLANSs between 10 and 20 and you had other VLANSs outside that
initial range that needed to be configured? You can configure just the VLANSs that you
want. Check this configuration out.

Switch2(config)#spanning-tree vlan 1, 10, 13, 17, 19-23 priority 8192

Using a Macro to Set Priorities

Another way to configure the root and backup is to use a built-in macro.

Concept: Macros

Just so that you have a little information on the use of macros, | want to tell you about
macros and how you can use them. You have the ability in the Cisco IOS to create your
own macros. Macros for the most part just make it easier for you to do multiple mundane
tasks. You can configure a macro to run four or five commands to set up a new interface,
for example. Instead of having to type in all of those separate commands, you could use a
macro and it will run them for you.

Quite a few macros are built into the 10S. With many of them, you may not realize that
they are macros. Most people think that it is just the command they have to use to accom-
plish a task.
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One of these macros, the STP macro, has the ability to configure a couple of things.
First, you can use the macro to configure the STP priority for the primary and secondary
switches in the network, or what will be the root bridge and the backup root bridge. The
second configuration is optional; it allows you to change the values of all the STP timers.
This is what the macro commands look like.

Switchl(config)#spanning-tree vlan 1, 10-20 root primary {diameter diameter}
Switchl(config)#spanning-tree vlian 1, 10-20 root secondary {diameter diameter}

Now, the problem with using this STP macro is how and when it configures the priority
for each switch you use it on. By default, it sets the priority of the primary switch to 24,576,
unless there is an existing switch in the network that has a priority lower than that already.
If there is a switch with a lower priority, the macro makes the primary switch’s priority 4096
lower than the lowest priority existing in the switched network. For the secondary switch
the macro makes the switch’s priority 28672, unless there is a switch with a lower priority
in the network.

Now configuring the priorities in this way is okay, as long as you don’t put another
switch into the network with a lower priority. Adding the lower priority switch will negate
the fact that you ran the macro at all. Why? Because the macro will not run again after the
new switch is put into the network, so it will lose the election like any other switch would
that has a higher priority.

One additional issue that you could run into is if another switch is configured at 4096
already. I said that running the macro will set the priority to 4096 lower than whatever the
lowest value is, but it will not set the priority to 0. The macro doesn’t set the priority to 0
and therefore fails. When the macro fails, you have to set the priority manually like you
did above with the priority option. In most cases, it is safer to set both the primary and the
secondary with the manual configuration. That way you are sure which switches are taking
the root and backup root roles and you can modify those devices if you wish to.

I said that you could use this macro to change the values of the STP timers as well. It
does this by using the diameter option. The diameter option is a way for STP to calculate
all of the timers at once using the size of the network as a reference. Remember the timers
I am talking about:

= Hello timer
=  Max age timer
= Forward delay timer

These timers define how long it will take the STP topology to converge following a change.
By default, the timer values are determined by assuming that the network has a diameter of 7.
You may be wondering what I mean by diameter; it is simply the number of switches traffic
could go through as it moves from one side of the switch fabric to the other. The diameter
value can be set to anything between 2 and 7. Changing this diameter value allows all of the
timers to be calculated at one time, ensuring that they are set properly and will not conflict
with each other. Configuring the STP diameter value is the best way to change the timers.
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Configuring the Path Cost

Remember that the path cost is the sum of each of the link costs along a path. That link
cost is basically the inverse of the link bandwidth. It is possible to artificially select or
control the path that might be chosen by changing the link cost between switches on an
interface-by-interface basis. Now, before I show you this, I have to tell you that great care
must be taken in calculating the path costs before you make any changes. If you just start
changing costs on a port for a path, it is still possible that another path could be chosen or,
even worse, you could just start making lower bandwidth links appear to be better links!
I know you aren’t going to do that, now are you? Not after all of this STP discussion.

Here is how you change the path cost. The last cost parameter in the command has a
range of 1 to 65,535.

Switchl(config-if)#spanning-tree vlan 1 cost cost

Configuring the Port ID Value

If the path cost and the BID are the same for two switches, then the last determining factor
is the port ID. Well, the truth about the port ID is that there is more to it than just the port
number itself. The port ID value is really made up of two things: the port priority and the
port ID. The second part of the port ID really is the port number I’ve already discussed.
The first half of the value is what is called the port priority. Because of the priority field,
you can actually have an effect on how the port ID value is used in determining which port
and path is used in the STP tree. Lowering the value in the priority field indicates to the
STP that the path is preferred.

Here is how you can change the priority on the port. You must configure this parameter
an individual port basis on the ports that you want to manipulate. By default the port prior-
ity is 128, but you can change the port-priority value to any number between 0 and 255.
The command would look like this:

Switchl(config-if)#spanning-tree vlan 1 port-priority port-priority

Load Balancing Using Port Priority

Modifying the port-priority value is a good way of configuring load balancing across
redundant links between switches.

Why would I do this you ask? Think about how you get to use the available bandwidth
when STP is running. You now know that there should be redundant links between switches
for failover purposes, but it is a great advantage to have them for load balancing as well. You
can use the bandwidth across both of the links that already are connected between switches.

Let’s take a look at Figure 3.5 and I will show you what I mean. Put yourself back into the
FutureTech network. I told you before that the number of employees in one of sales depart-
ments had almost doubled in the past few months. Well, FutureTech is doing very well in
other areas too. The Portland Branch office has experienced a good deal of growth as well.
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@ Real World Scenario

Load Balancing in the Lab

The Portland office designs and engineers IP-based security devices, including video
cameras, infrared scopes, motion sensors, and an array of other products. Sometimes

in a real network, the perfect design principles that | have told you about don’t get used
like they should. In engineering environments, like the one the Portland office, you can be
faced with a lab situation where a large number of devices are added and removed from
the network with little warning. You might end up with switches that are just connected in
a daisy chain. It isn’t a perfect situation and you need to control the number of switches
that are added like this, but it happens. | see setups like this in networks all the time.

Now my point for a situation like this is that you need to ensure that there is enough
upstream bandwidth. When | say upstream bandwidth | mean bandwidth from one switch
to another. Take a look at Switch 1 in Figure 3.5; it's daisy-chained to Switch 2. There are a
couple of ways that you can accomplish the task of creating more bandwidth between the
two switches. EtherChannel is one option, but you could load balance as well.

FIGURE 3.5 Load Balancing between Switches

Fa0/7 Fa0/7
/Esﬂl IDesignated Root Port /Esﬂg l
Fa0/8 Fa0/8
Designated Blocking
BID 32768.0000.0000.0001 BID 32768.0000.0000.0002
Root Bridge

Load-balancing configuration can be accomplished by separating out the VLANs. Remem-
ber the VLAN Tist option in the command. Say, for instance, we have 10 VLANs and two
interfaces between two switches, ports fa0/7 and fa0/8. If you change the port priority for
VLANSs 1-5 to something lower on port fa0/7 and change the priority for VLANs 6-10 to
something lower on port fa0/8, then the traffic in VLANs 1-5 would take the preferred path
through fa0/7, and for VLANs 6-10, the preferred path would be through fa0/8. If one of the
links failed, STP would converge and the VLANS assigned to the failed link would begin using
the other port. Pretty cool, huh!

The actual configuration would be like this.

Switchl(config)#interface fa0/7
Switchl(config-if)#spanning-tree vlan 1-5 cost 64
Switchl(config-if)#interface fa0/8
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Switchl(config-if)#spanning-tree vlian 6-10 cost 64
Switch2(config)#interface fa0/7
Switch2(config-if)#spanning-tree vlan 1-5 cost 64
Switch2(config-if)#interface fa0/8
Switch2(config-if)#spanning-tree vlan 6-10 cost 64

History of STP

Now that you understand the operation of 802.1d STP and its primary functions, it is time
to take a look at the shortcomings of this original standard. Possibly the biggest problems
arose around the amount of time it takes to converge the network, to move a port into for-
warding state, and to allow a host to send traffic.

Another major issue arose when VLANSs were included in the network topology. IEEE
802.1d STP operates at Layer 2. When the switch or bridge topology only had Layer 2
boundaries, 802.1d worked well. It did not have to deal with Layer 3 borders or the pos-
sibility of a different topology with each VLAN. Cisco saw many of these needs before an
open standard change was made to the protocol.

Cisco saw the need to improve on the default functions that existed in the original
802.1d standard of STP. Those improvements are in the Cisco-proprietary standard known
as PVST. PVST’s being a Cisco protocol requires the use of ISL trunk links between the
switches.

Cisco also enhanced STP to speed topology convergence. In PVST, Cisco created features,
such as PortFast, BackboneFast, and UplinkFast, that aid in time-sensitive events.

PortFast PortFast allows an access link to transition to forwarding state immediately
instead of waiting for STP to converge. This functionality allows host machines that will
not cause a loop to begin communicating faster.

BackboneFast BackboneFast allows for a shortened convergence time by determining
whether there are additional paths to the root bridge; by doing this it can find an indirect
link failure.

UplinkFast UplinkFast allows a switch that loses its root path to begin forwarding on
a predetermined backup path within just a few seconds rather than waiting for a full STP
convergence.

The first open standard change to STP came in the 802.1q standard. This STP type is
referred to as Common Spanning Tree (CST), but it required the use of dotlq trunks and
implemented a single spanning tree topology that was carried in untagged frames over the
native VLAN. Because PVST and CST each required the use of different trunking protocols,
there was no interoperability between them. To resolve this problem, Cisco made an enhance-
ment to PVST called PVST+. PVST+ is a standard that allows 802.1d and PVST to interoperate
in a switched network.

The next sections cover each of these changes and features.
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PVST+

Per-VLAN Spanning Tree Plus (PVST+) effectively supports three groups of STP operating
in the same campus network. It allows switches running PVST, switches running PVST+,
and switches running CST over 802.1Q to interoperate. For this to work, PVST+ acts as

a middleman between groups of CST switches and groups of PVST switches. PVST+ can
communicate directly with PVST over ISL trunks.

The communication with CST is a bit different. PVST+ exchanges BPDUs with CST as
untagged frames over the native VLAN. BPDUs from other instances of STP are propagated
across the CST portions or an instance of the network through tunneling. PVST+ uses a
multicast group address to send these BPDUs. Using multicast, the CST switches can send the
BPDUs to neighbors that won’t have to interpret them. The tunneled BPDUs will ultimately
reach other PVST+ switches where they will be read and used.

PortFast

PortFast is a wonderful feature that allows you to connect a workstation or user host device
to a switch and have the port transition to forwarding almost immediately. This is particu-
larly important for workstations that get their TCP/IP information from a DHCP server.

By default, PortFast is not enabled. Without PortFast, when an access port goes up or down
(say, from a workstation being cycled or turned on) then the port must transition through
the STP states. This process takes at least 30 seconds. The default timers for listening and
learning modes are each 15 seconds, finally getting to the forwarding state after their expira-
tion. If the port is configured with PAgP for EtherChannel, then an extra 20 seconds could
be added on to that time, resulting in a possible 50-second delay before the host could send
or receive traffic. With PortFast enabled, the transition to forwarding is immediate, which
lets a host begin communicating right away.

P connected to a PortFast-enabled port, things will be okay. If a switch or
hub were to be connected to a PortFast port, it is possible that a loop
could be formed.

é/ As long as only end user devices that cannot create bridging loops are

PortFast can be enabled on a switchport in two different ways.

1. You can send the enabling command directly to an individual port from interface
configuration mode. The command to enable PortFast on the port is spanning-tree
portfast.

2.  You can enable PortFast for every port that is configured as an access link with the global
command. In the global method, you can configure PortFast with the single global con-
figuration mode command spanning-tree portfast default. PortFast is then enabled
on every port that is not trunking. Even if you configure a port as an access link later, the
PortFast configuration will automatically be applied to the port.
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The PortFast configuration is a major benefit the topology as a whole. As I described
already, every time a workstation reboots or gets shut down the port status changes. This
triggers a topology change notification (TCN) BPDU to be sent. TCNs then force the entire
topology to verify status with the root bridge even though, in this case, none of the paths
really changed.

You can configure PortFast on any port where you have an end host that won’t cause a
bridging loop. If you think about this in terms of our example network for FutureTech, this
could be on hundreds of switches. However, you can easily pick out the switches pretty that
are going to get this configuration. If the network is designed properly, PortFast should be
configured on the access layer switches. So thinking about that, you could have it config-
ured in every switch block on all the access layer switches.

@ Real World Scenario

Speeding Up the Sales Team

Let’s use a specific example—the new switch that you implemented earlier for the sales
team in the headquarters building at FutureTech. The sales force is complaining that it
takes “centuries” to bring up their workstations. Remember that the new switch was
specifically added for connecting user machines and voice traffic. So just about all of the
ports on that switch (the ports that have users on them) can have PortFast enabled with-
out causing any looping problems.

So, is there an easy way to configure PortFast? You may have to configure PortFast on
hundreds of switches (which means thousands of ports). That is a perfect question. The
answer is yes and no. Let me show you two different ways to configure PortFast:

= Globally for a whole switch
= Individually for a per port basis

Let’s take a look at the PortFast configurations on a switch. The first configuration glob-
ally enables PortFast on all nontrunking interfaces.

ASW1(config)#spanning-tree portfast default

ING now disable portfast explicitly on switched ports leading to hubs, switches,

ﬁl‘ This command enables portfast by default on all interfaces. You should
and bridges as they may create temporary bridging loops.

The really nice thing about this global configuration is that you don’t have to go to each
one of the individual ports and configure PortFast separately. Another major benefit to con-
figuring PortFast globally is that any time you make an individual port an access port, the
PortFast configuration will be automatically added to the port and there is nothing else that
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you have to configure. This is a great feature because it prevents you from forgetting to add
the command on the port.

Next, let’s configure PortFast on individual interfaces. There are again many places
that you could use this type of configuration. Think about the Portland office situation
discussed earlier. In cases where you are connecting many different types of devices to the
network, you may not always configure every port to have PortFast enabled. To best serve
the lab, you must enable and disable the feature on each port individually.

You can enable and disable the feature on an interface basis with the following commands.

ASW1(config)#int fa0/2

ASW1(config-if)#spanning-tree portfast ?

disable Disable portfast for this interface

trunk Enable portfast on the interface even in trunk mode
<cr>

ASW1(config-if)#spanning-tree portfast

%Warning: portfast should only be enabled on ports connected to a single host.
Connecting hubs, concentrators, switches, bridges, etc. . . . to this interface
when portfast is enabled, can cause temporary bridging loops. Use with CAUTION

%Portfast has been configured on FastEthernet0/2 but will only
have effect when the interface is in a nontrunking mode.
Switchl(config-if)#spanning-tree portfast disable

' Remember, you can use the interface range command for PortFast configu-
P ration, too. Any time you want to configure the same feature on more than
one port on a switch, you can use the range command and save yourself a
good amount of time.

BackboneFast

BackboneFast is a Cisco-proprietary feature that can save a switch up to 20 seconds (max_age
timer) when it recovers from an indirect link failure. It does this by having the switch figure
out whether or not there is an alternate path to the root bridge.

Look at Figure 3.6. Here you can see how a switch normally functions when an indirect
link failure occurs. Three switches, CSW1, DSW1, and DSW2, are connected. CSW1 is the
root bridge and DSW1 is the backup root bridge. DSW2 blocks its port fa0/7 and DSW1 is
the designated bridge for the segment between DSW1 and DSW2.

The BackboneFast feature saves max_age (20 seconds). In order to do this, Backbone-
Fast will immediately age out the known BPDU on a port after the port receives an inferior
BPDU. An inferior BPDU is a BPDU that is received and has a root bridge BID that is not as
good as the switch’s current listed root bridge. In order for BackboneFast to do this and get
rid of the max_age timer delay, it has to do a couple of things differently.



History of STP 85

First, BackboneFast can detect an indirect link failure as soon as the failure happens.
It does this by tracking the inferior BPDUs that a designated bridge (its current upstream
bridge) sends when it experiences a direct link failure. Second, BackboneFast introduced a
mechanism to allow for immediate verification of whether the BPDU information stored on
a port is still valid. This specific check is implemented with a new message called a Root

Link Query (RLQ).

@ Real World Scenario

Connecting the Super Widget XT Team to the Core Network

You are still one of my network engineers in the headquarters building of FutureTech,
and you implemented a switch block and switch for the sales team that sells the Super
Widget XT product. Now you have to start thinking about how that switch block will be
connected to the core of the network. This will be the beginning of my discussion on the
difference between having a Layer 2 core compared to a Layer 3 core.

In Figure 3.6, you can see that CSW1 switch is a core switch and the DSW1 and DSW2
switches are distribution layer switches. For this example, you are going to be looking at
a Layer 2 core. The root bridge is now moved into the core as CSW1. Having a design like
this extends your VLANs into the core and, if not limited, to the rest of the network (you
can end up with end-to-end VLANSs).

The most important issues to look at are the flow of traffic and what happen when a
link fails. Even with BackboneFast and other STP improvements, the amount of time to
recover from a link failure can still be pretty high.

If the segment between CSW1 and DSW1 goes down, DSW1 immediately detects the fail-
ure and assumes it is the root. It starts to send BPDUs to DSW2 saying it is the new root.
When DSW2 receives this new BPDU from DSW1, it ignores it because it realizes that the
BPDU is inferior to the one it had stored for port fa0/7. After the max_age timer expires
(20 seconds by default), the BPDU stored on DSW?2 for port fa0/7 ages out. After this age-
out, the port goes into listening and DSW2 sends its better BPDU to DSW1. As soon as
DSW1 receives the BPDU from DSW2, it stops sending its BPDU, the BPDU that claimed
it was the new root. Port fa0/7 on DSW2 transitions to the forwarding state after going
through the listening and learning states.

Remember the transition through listening and learning takes twice the fw_delay value,
which is 15 seconds for each state, an additional 30 seconds total. Only now will full con-
nectivity be restored. This entire process took the max_age value (20 seconds) plus twice
the fw_delay value (2 x 15 seconds) to recover from this indirect link failure. That is 50
seconds by default, which is an excruciating amount of time.
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FIGURE 3.6 STP802.1d Indirect Link Failure
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To see these functions in action, let’s go back to Figure 3.6. Now, look at this scenario
with BackboneFast enabled on all of the switches.

switches. Because of the second and active function that is the RLQ trans-
mission, all of the switches must know what these messages are and what
to do with them.

% In order for this to work, BackboneFast must be enabled on all of the
P

Let’s look back to the diagram. Now, if the link between CSW1 and DSW1 fails, with
BackboneFast enabled, DSW1 immediately sends a BPDU to DSW2 saying that it is the new
root. DSW2 then sees that this BPDU is inferior to the one that it had stored on the port.
DSW2 will age out the stored BPDU right away. It does this because it knows there must
have been a failure along that path.

Now on its own path to the root bridge, DSW?2 is going to send a RLQ to verify that
its path to the real root bridge is still active. Once that path is verified, DSW2 skips the
max_age timer on port fa0/7 and goes right to listening and then learning. DSW2 only had
to wait the 30 seconds for the port to transition to forwarding. Once the port has transi-
tioned to forwarding, DSW1 has a good path to the root through DSW2 and 20 seconds of
waiting was saved.

The only thing left now, like always, is to look at the configuration for this feature. As 1
told you before, this feature must be enabled on all of your switches. Each switch must be
able to send and understand the RLQ messages and know to age out the BPDUs when there
is an indirect link failure.

CSW1(config)#spanning-tree backbonefast
DSW1(config)#spanning-tree backbonefast
DSW2(config)#spanning-tree backbonefast
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You can verify the configuration of BackboneFast with the show command.

CSW1(config)#show spanning-tree backbonefast
BackboneFast is enabled
CSW1(config)#

Now, I want to finish analyzing this scenario. As I mentioned, this was partially to
describe the difference between a Layer 2 and Layer 3 core. In a Layer 2 core, even with the
enhancements that you are learning now, the amount of time to recover from a link failure
is at least 30 seconds. That is a very long time on a network to have potentially no traffic
being forwarded to parts of the network. Even with redundant links between the switches,
STP is going to be blocking one of the links. With STP controlling the topology, you are
always going to incur a significant delay while the network converges around a failure.

The amount of delay that STP introduces to the network is one of the primary reasons
that Layer 2 cores are not used as much in networks today. There is another reason that I
briefly mentioned in this example: the fact that you want to maintain your VLANs inside
your switch blocks and not let them extend across the entire network.

UplinkFast

You can set up UplinkFast to accelerate the choice of a new root port when a link or switch
fails. UplinkFast also speeds up things when the spanning tree instance reconfigures itself.
UplinkFast is only available when a switch is configured for PVST+. When rapid PVST+ or
Multiple Spanning Tree (MST) mode is turned on, you can configure a switch for Uplink-
Fast, but it remains disabled until you change the spanning tree mode to PVST+.

When you enable UplinkFast, you enable it for the entire switch. It cannot be enabled for
individual VLANSs. UplinkFast is typically only configured on access switches because they
are the switches down line from the root bridge. This means that this protocol should be
used in switch blocks down in the access layer only. For UplinkFast to work properly, you
want to reduce the chance that the switch will become the root switch. To ensure that this
happens, when UplinkFast is enabled, the switch priority and the path cost are automati-
cally changed to higher values. With UplinkFast enabled:

= The switch priority of all VLANSs is set to 49152.

= If the path cost is a value less than 3000, the path cost of all interfaces and VLAN
trunks is increased by 3000.

= If you change the path cost to 3000 or above, the path cost is not altered.

= When you disable UplinkFast, the switch priorities of all VLANs and the path costs of
all interfaces are set to default values, unless you modified them from their defaults.

Now take a look at how UplinkFast operates in a real situation. I am going to put you
right back in the same switch block you have been building the whole chapter. Figure 3.7
shows the setup.
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FIGURE 3.7 Using UplinkFast

DSW1 DSW2
g Fa02 Fa0/1_==—=4 B|D 32768.0000.0000.0002

— —

BID 32768.0000.0000.0001
Root Bridge

Fa0/1 Fa0/2

BID 32768.0000.0000.0003

@ Real World Scenario

Keeping Sales Up and Running

The sales team that resides in the switch block needs to have access to the network and
Internet all of the time with the least amount of interruption possible. They are salespeople,
making money for the company; you want to make their job easier! UplinkFast will reduce
the recovery time for a failure so that the salespeople can keep doing their jobs.

Look at Figure 3.7. You can see the distribution switches (DSW1 and DSW2) and the
access layer switch (ASW1) connected to them. ASW1 is the new switch that you imple-
mented into the network. Since DSW1 is the root bridge, ASW1’s fa0/1 port is its root
port. If the link or port connecting ASW1 to DSW1 went down, ASW1 would not be able
to forward traffic until the STP topology converges. This could mean that the users on
ASW1 could be without a connection for between 30 and 50 seconds. That is way too
long for them to wait.

With UplinkFast configured, ASW1 could immediately switch over to an alternate root
port, changing the new root port directly to forwarding state. During this time, a topology
change notification is sent. This allows the topology to swap over in about 5 seconds or less.
That means the users on ASW1 will be sending traffic in just a few seconds. They may not
even know anything changed, which of course is the goal; the users shouldn’t know or see
any change in the network. Their experience should be consistent and as timely as possible.

feature. (I cover Root Guard later in this chapter.) With UplinkFast, the backup
interfaces (usually, in the blocked state) replace the root port in the case of a
failure. However, if root guard is enabled, all the backup interfaces used by
the UplinkFast feature are placed in the root-inconsistent state (blocked) and
prevented from reaching the forwarding state.

é/ Do not enable Root Guard on interfaces that will be used by the UplinkFast
P
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One last very cool feature of UplinkFast is the max-update-rate option. The option
specifies how many packets per second can be sent. By default it is set to 150. The entire
configurable range changed in 1OS version 12.1(13). For earlier versions, the range was
0-65535. For versions 12.1(13) and higher, the range is 0-32000.

What is this option for? UplinkFast has the ability to automatically update the local
switch’s MAC address table when the uplink port changes, so that all of the destination
hosts are forwarded correctly. It also has the ability to give the upstream switches this
information by sending out fake multicast frames to those switches. These multicast frames
include the source MAC addresses of all the hosts that are connected downstream or in the
access block. By doing this, the switch updates the other switches with the link change and
the fact that those hosts can now be reached over the new link. In cases where the MAC
address table is very large, you can control how many of these packets are sent with the
max-update-rate option.

P exactly how high you should set the value. In the case of this option that is
true as well. Every network and every case could be a little different, but
just to give you an idea of what to think about, here are my two cents. The
default value may work very well for you if the size of your MAC address
table is not very big. However, if the size of the table is large, you may want
to increase the value. A value too low and the tables aren’t being updated
fast enough and traffic is not flowing properly anyway. A value too big and
you could overload the buffers on the receiving switch. If the switch that
is receiving the frames is dropping them, then you aren’t doing any good
either. So the primary thing to check: make sure the frames are not being
dropped. If they are being dropped, then you will know to decrease the
value you have set.

a/ Many options such as the max-update-rate option can be difficult to judge

Now the configuration of the UplinkFast feature is very straightforward. As I mentioned
earlier, when you enable the feature, it is turned on for the entire switch. So, it stands to
reason the UplinkFast configuration will be done from the global configuration mode. The
UplinkFast feature must be enabled on each of the access switches in the switch block, so
that each can independently make use of the feature. Here is what the command looks like.

ASW1(config)#spanning-tree uplinkfast {max-update-rate packets-per-second}
The current configuration of UplinkFast can be verified with the show command.

ASW1#show spanning-tree uplinkfast

UplinkFast is enabled

Station update rate set to 150 packets/sec.

UpTinkFast statistics

Number of transitions via uplinkFast (all VLANs) : 0

Number of proxy multicast addresses transmitted (all VLANs) : 0
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Name Interface List

VLANOOO1 Fa0/21(fwd), Fa0/22
VLANOO10

Rapid Spanning Tree Protocol (RSTP)

Rapid Spanning Tree Protocol (RSTP) was created to help a network converge faster than it
could under the original version of STP IEEE 802.1d. RSTP is the common name for the IEEE
802.1w standard. You’ll remember that with the original version a change to the topology can
take at least 30 seconds to propagate and begin forwarding properly again. This amount of
time is basically unacceptable in most networks today. RSTP can be used in a couple of differ-
ent ways. Cisco has added RSTP to its proprietary PVST+ protocol. You guessed it: this means
that you create a RPVST+ or Rapid Per-VLAN Spanning Tree. RSTP can also be used with
802.1s Multiple Spanning Tree (MST), but I cover that in the next section.

RSTP does some things just like the original 802.1d STP did. It elects a Root Bridge
the same way, using the lowest BID, and all of the switches know and accept this role. But
802.1d made all of the switches propagate the BPDUs from the root only and that is how
they determined the topology. Now, with RSTP, each switch can communicate directly
with its neighbors on every port. In order for RSTP to do this, it had to define the port
roles a little bit differently than before. Here are the RSTP roles.

Root Port The root port is actually the exact same in RSTP as is in 802.1d STP. This port
has the best path back to the root bridge.

Designated Port A designated port is very much the same as well. It is still defined as the
port on a segment that has the best path back to the root. Remember there has to be one
and only one of these ports on each segment.

Alternate Port An alternate port has a path to the root; it just isn’t as good as the root
ports path. The switch keeps track of this port so that it can be swapped if there is a failure.
This is much like the UplinkFast feature that Cisco added on to 802.1d standard. You would
use it the same way, too. Think of an access switch in the FutureTech switch block that has
multiple ports up to the distribution layer; one of the ports will be forwarding and under
RSTP one of them will be the alternate port.

Backup Port This type of port is also a redundant link, but its path goes to a segment or
switch that is not directly the root bridge.

RSTP ports handle traffic a little differently as well. Under 802.1d, port states transition
through blocking, listening, learning, and finally forwarding. Of course, there was also a
disabled state, but we would have to turn the port on anyway.

RSTP just cuts to the chase. It says, “Well, disabled, blocking, and learning—all of
those states just drop traffic and don’t do anything else with it. So let’s just put those states
together into one state, discarding. That is what we do with the traffic anyway.”
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Now, RSTP still has a learning state because the switch still needs to learn where all of
the hosts are connected and populate its MAC address table, but in this state the switch is
still dropping the traffic. Finally, the third and last RSTP state is forwarding, and it does
just that. It forwards traffic based on the MAC addresses it’s learned. Of course, under
RSTP, the switch continues to learn MAC addresses as well.

As an RSTP network begins to converge, the root bridge is elected, and then all of the
ports determine whether their state is forwarding or discarding. RSTP uses a Hello timer
similar to the one used under 802.1d. Every two seconds each port sends out a BPDU.
These BPDUs are backward compatible with 802.1d so, if switches are running the old
version, they can be communicated down to. The RSTP port would just begin running as
though it was 802.1d port.

For normal operation between RSTP ports, though, the switches exchange the Hellos
and determine their roles as root, designated, and so on. If a neighbor switch is not heard
from within three intervals of the Hello timer (6 seconds), then the switch is assumed to be
gone or down and removed from the topology—right then. Under RSTP, there is no waiting
for a timer like the 20 second max_age timer.

RSTP also takes a new stance on determining the topology of the tree. When a new or
changed switch is introduced, the switch is allowed to join the topology. The new switch
then bases its decisions on the type of port connection it has. The RSTP port types are edge
port, root port, and point-to-point port.

Edge Port An edge port is defined by its location. It is a port that has only an end device,
such as a host, connected to the port. Think about the access switches in the switch block;
they are the ports that are at the bottom or edge of the network. You must configure a port
with PortFast for it to act as an edge port in RSTP. To ease the transition into RSTP, Cisco
kept the way you configure an edge port the same as the you configured access ports to skip
STP, using the feature and configuration commands for PortFast.

Root Port This should be an old familiar term by now. The root port is the single best
port with regard to its path to the root bridge. There can be more that one port with a path
to the root, but those ports are then flagged as alternate or backup ports. Alternate and
backup ports can be put into place and used if the real root port were to go down.

Point-to-Point Port Point-to-point ports allow switches to determine the status of segments
that connect to another switch. The switches exchange a small message or proposal that tells
the switch on the other end that it will have the designated port. The opposite switch will
agree or disagree based on the BID of the two switches; the opposing switch sends back an
agreement message if it has a worse BID or a message saying it is better.

Now, when it comes to point-to-point ports in RSTP, RSTP looks at two different states.
A port is treated as point to point if the segment is in full duplex. Being in full duplex means
no other switches can be on the segment and the abbreviated negotiation of RSTP is fine to
use. If the ports are in half-duplex mode, called shared instead of point to point, then there
is a possibility that other switches exist on the segment. In this situation, the ports must go
through a 802.1d type of negotiation and standard timers are put into place.
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The abbreviated RSTP process for communicating with neighbors is called synchroniza-
tion and involves RSTP switches sending BPDUs through the network, layer after layer,
until the topology is determined. The process starts at the top (where the root bridge is
located) and moves out to the edge of the network (where all of the edge or access switches
are located). So, each switch begins by communicating with its neighbor to learn whether
that switch is the root bridge. The switches continue to learn about superior BPDUs until
the root is found. Each switch must then determine which ports are edge ports and which
are non-edge ports. The edge ports, the ports connected to end devices, can begin forward-
ing immediately.

Non-edge ports must continue through the agreement process. The first step is again
sending the proposal message to a switch neighbor. If the opposite switch agrees, then the
local switch will have the designated port. But, if the neighbor switch has a superior BPDU,
then the neighbor becomes the designated port for the segment. While this is happening, all
non-edge ports are in the discarding mode.

Once the root port has been determined, it can go to forward mode. All other non-edge
ports continue through this process of proposal and agreement until all the ports have
determined their state of forwarding or not. This process continues down through all of
the switches until each of the ports has been set.

If you really think about where and when you would want implement RSTP, you’ll come
to the conclusion that the only good reason not to enable RSTP on your switches is if a switch
does not support it. Table 3.3 lists the versions of IOS and switch models that support RSTP
on a model-by-model basis.

TABLE 3.3 RSTP Support by Switch Model and 10S

Switch Model Version of I0S with Support
Catalyst 2940 12.1(20)EA2

Catalyst 2950/2955/3550 12.1(13)EA1

Catalyst 2970/3750 12.1(14)EA1

Catalyst 3560 12.1(19)EA1

Catalyst 4000/4500 I0S 12.1(19)EW

Catalyst 6000/6500 10S 12.1(13)E

Now, let’s look at configuring RSTP on our switches. The default STP mode on a Cisco
switch is PVST+, which uses 802.1d rules. In order to use RSTP, the STP mode has to be
changed to either Rapid Per-VLAN Spanning Tree Plus (RPVST+) or to Multiple Span-
ning Tree (MST). RPVST+ is also known as PVRST+. The command, issued from global
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configuration mode, to change the switch to RPVST+ is spanning-tree mode rapid-pvst.
This configuration must be set on each of the switches that you are upgrading and support it.

Switchl(config)# spanning-tree mode rapid-pvst

To place the switch back into default PVST+ mode, the command is spanning-tree
mode pvst, again at global configuration mode.

The other things that you can configure for RSTP are the port types. The first one that
you will look at is making a port and edge port. For the sake of consistency, Cisco kept the
command the same from 802.1d. What was the command to make a port in 802.1d change
immediately to forwarding state? If you said the command is spanning-tree portfast,
you would be correct!

Switchl(config-if)#spanning-tree portfast

The other port configuration that we can set is to make a port into a point-to-point type.
By default, RSTP uses all the ports that are in full duplex, but if you have a port that is not
in full duplex but only goes between switches with nothing else on the segment, then you
can configure it to act like a point-to-point link. The command to do so is spanning-tree
Tink-type point-to-point.

Switchl(config-if)#spanning-tree Tlink-type point-to-point

Multiple Spanning Tree (MST)

It can be useful to have the flexibility to run more than one instance of STP. This flexibility
can be used to setup a type of load balancing. I mentioned this briefly in the section, “Con-
figuring Spanning Tree Protocol,” earlier in this chapter, when you learned about changing
the port priority so that a group of VLANSs could be carried across one link and another
group could be carried across a different link.

If you think about the switch block that you have been building throughout this chapter,
how many different topologies will really be present there? Only a couple will really be
there, right? Think about the access layer switches. They have redundant links to the dis-
tribution switches. Only if you implemented the load-balancing feature and some VLANs
traverse one link and other VLAN:Ss traverse a different link will you have more than one
topology. Why then do you need your switches to run a separate instance of STP for every
single VLAN?

The answer is you don’t. You could instead map a group of VLANS to one instance of
STP and another group of VLANS to a different instance, and save all the processing of extra
BPDUgs, the extra table and cache space used to store redundant information, and the pro-
cessing to create and send all the extra data. So now, you just have to figure out how you can
do all of this and save the resources. That is where Multiple Spanning Tree (MST) comes in.
Lucky for you, there is a standard, 802.1S MST, that was created to just this task. It allows
you to map multiple instances of STP together into one.
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The first thing that you have to plan is the number of instances that need to be created
to support the network. Then, you can figure out which VLANSs to map to each of those
instances.

MST was created so that it can interoperate with all other forms of STP. So it can sup-
port instances from each type of STP. You have to think about the MST region as one big
switch. All of the switches that you configure into the region will appear as the same switch
to any switches that are outside of the region. The STP instance that is running outside of
the region doesn’t care what is going on inside; in fact, it doesn’t understand that anything
else is going on inside. It is only given the information it needs. The switch on the edge of
the region gives it all it needs to know about what state to put its port into. That informa-
tion is calculated by an instance of MST, called the Internal Spanning Tree (IST), within
the region. If the outside switches are running CST, then the information is given to them
over the native VLAN. If they are running PVST+, then the information is replicated into
each and every VLAN on the trunk.

Now, within the region there is a separate instance of MST that works out the topology
for the internal region called the MST instance (MSTT). An MSTTI exists for each of the
instances that you created or mapped a set of VLANSs to. You can have 16 total instances of
MST running; the IST instance is always identified as MSTI 0. From there, you can make
or map instances 1 through 15 for your individual instances.

RSTP made the convergence of STP faster. With MST, however, it isn’t speeding the con-
vergence but making it more efficient for the switches on the network. If you have a small
number of VLANSs in each switch block and they all have the same topology, then adding
MST is probably not necessary for you. However, if you have quite a few VLANSs (not a set
number, but maybe 40 or 50) and those VLANs don’t have the same topology, then MST
could save you some resources. Again, the most common reason for not having the same
topology between STP instances is because you are grouping VLANSs together to make use
of redundant links.

@ Real World Scenario

Growth Is Good, but Expensive

Let’s look at the sales team again, and imagine that it is a few months down the road.
Things have changed. There are more people and not all of the salespeople are located in
the same switch block anymore. The number of VLANs that you have now has grown to
about 50. You have already implemented the redundancy configuration that | discussed
with you earlier, so you have more than one topology of STP. You want to get a little more
life out of the switches that you have before you upgrade them, but they are starting to be
taxed in the amount of processing that they are doing. This would be the perfect time for
you to implement MST.
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Table 3.3 lists the switches and versions of IOS that support MST features on model-by-

model basis.

TABLE 3.3 MST Support by Switch Model and 10S

Switch Model Version of I0S with Support
Catalyst 2940 12.1(20)EA2

Catalyst 2950/2955/3550 12.1(19)EA1

Catalyst 2970/3750 12.1(14)EA1

Catalyst 3560 12.1(19)EA1

Catalyst 4000/4500 I0S 12.1(12c)EW

Catalyst 6000/6500 10S 12.1(11b)EX, 12.1(13)E, 12.2(14)SX

To configure MST, you must complete a series of commands on every single switch that

will be in each region. The commands establish the MST configuration name, configuration
revision number, and the VLAN instance mapping. Here’s what the process for an individual
switch looks like.

1.

First enable MST on the switch. Use the spanning-tree mode mst command from
global configuration mode.

DSW1(config)#spanning-tree mode mst

Next, enter the MST configuration mode. The command is spanning-tree mst
configuration from the global configuration mode.

DSW1(config)#spanning-tree mst configuration

Once you are in the configuration mode, you have to give the instance a name. This is
done with the name command.

DSW1(config-mst)#name name

Then, you need to assign the revision number.

The command to set the revision number is revision version.

DSW1(config-mst)#revision version
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need to update, you have to update the configuration on every switch man-
ually. Assigning a revision number for each instance helps you keep track
as you make changes to the network, so every time you make a change you
should increment the revision number. But remember, all the parameters
must be the same on all switches in the region, so you have to update and
configure consistently on every switch.

% Unlike VTP, there is no automatic way to update an MST region. When you
P

5. The next step is the whole point of this feature and that is to map the VLANSs to the
instance of MST. This is done with the instance instance-id vlan vlan-Tist command.

DSW1(config-mst)#instance instance-id vlan vilan-Tist

6. Now, verify everything that you have set with the show pending command. Verifica-
tion allows you to check and ensure that what you set is really what you want done.

DSW1(config-mst)#show pending

7. To make all of the changes and save work that you have done, you have to exit MST
configuration mode. This will look much like it did when we used to use the VLAN
database and you exited out of the mode and it told you that the changes were saved.

DSW1(config-mst)#exit

Protecting Spanning Tree

STP primarily uses BPDUs to ensure that the switch network is maintained loop free. When
all is working well, STP should maintain the topology of the network. As you know, this
happens for the most part on its own. There can be times, however, when this harmony can
be interrupted. Some ports like edge or PortFast ports should never receive any BPDUs. If
they do receive BPDUs, this could mean that a loop as been formed in the network, which
would, to say the least, make your network operate undesirably. Now on the flip side, when
ports that should be receiving BPDUs stop receiving BPDUs, STP can again make decisions,
like unblocking a port that should still be blocked, that would have your network create a
loop and not operate optimally.

To prevent these problems, I introduce you to a few features that have been added to
assist STP and ensure that the topology is maintained the way you would like it to be.
These features include:

=  BPDU Guard
=  Root Guard
= BPDU Filtering
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=  Loop Guard
= UniDirectional Link Detection (UDLD)

BPDU Guard

BPDU Guard was specifically made for PortFast-enabled ports. You know that you can
enable PortFast on access ports where end devices will be connected to the network. When
you do this, the port immediately moves to forwarding mode and skips the STP process for
determining whether or not there is a loop on the port. But what if a switch was plugged into
a port that it shouldn’t have been? The introduction of a loop or new switch on a PortFast-
enabled port could cause a loop. BPDU Guard is a great feature for preventing an accidental
loop from being formed. Therefore, you should use the BPDU Guard function on all ports
where PortFast is enabled.

BPDU Guard works like this: if an enabled port receives a BPDU, which it should not,
then the port is placed into err-disable state. That port is then effectively shut down until
you manually reenable it. Even if the port stops receiving BPDUs, the port remains in this
down state until you enable it.

The natural location to enable this feature is on access ports where the end devices
are, but care should be taken to not enable the feature on uplink ports that go to the root
bridge, as these ports can and should receive BPDUs. Even if there are multiple links that go
to the root and they are in blocking mode, BPDUs will still be received on those ports and
will be put into err-disable state if BPDU Guard is enabled.

This feature can be configured in a couple of ways. By default, BDPU Guard is disabled
on all switch ports. You can enable BPDU Guard globally with the spanning-tree portfast
bpduguard default command. This command will enable the feature automatically when-
ever a port is placed into PortFast mode.

You can also enable or disable BPDU Guard on a port-by-port basis from the interface
configuration mode using the spanning-tree bpduguard enable command.

I bet you can’t guess where my example is going now. Think about the switch block
from earlier when you were enabling PortFast on the access ports. The exact same ports
and switches where you enabled PortFast are where you should enable BPDU Guard. There
is no reason not to enable it as it helps you prevent the formation of loops in your network.
The configuration is going to look like this.

A global command is entered at the configuration mode.

ASW1(config)#spanning-tree portfast bpduguard default
The interface-specific command is enter in the interface configuration mode.

ASW1(config-if)#spanning-tree bpduguard enable

Root Guard

When STP is done converging, each of the ports will be in a specific port role. That port role
depends on where the port is in the topology. We want root ports and alternate ports to receive
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BPDUs from the root bridge as this maintains the topology. However, what happens when a
new switch with a better (read lower) BID is plugged into the network? Well, if you said that
it will become the new root bridge, you are correct. That is how STP works—the best switch
wins. But what if you don’t want the topology to change? Well, if you have the priorities con-
figured correctly, it may not. But, if priorities are set to the default or you don’t catch it before
a switch is plugged in, then there could be a problem. (Of course you would never let that hap-
pen, but someone else could plug one in.)

Even though STP would operate the way it should, you may not want the change. It
could cause a very inefficient topology for data flow, and it may make parts of the network
inaccessible while the topology is changing.

Root Guard was designed to prevent a switch from being added to the network and
taking over. Root Guard can also be very useful for isolating your network from a service
provider or partner network if they make connections right into a switch. (I am going to
discuss a connection like this more in the next section with BPDU filtering.) Root Guard
learns the BID of the current root bridge. Then, if a BPDU that advertises a switch with
a superior or better BID is received on any port that has Root Guard enabled, the port is
placed into root-inconsistent state. This state prevents the port from sending or receiving
any data. The port will listen, though, for another switch that may be advertising itself to
be the root bridge.

d Enable Root Guard only on ports where you will never receive BPDUs from

P the root bridge. That means that those ports should not be hearing the root
at all on any VLAN. The port itself is placed into the root-inconsistent or
down state, so it won’t matter what VLAN or instance of STP this occurs
on; they will all be affected.

Root Guard is disabled by default on all interfaces. It can only be enabled on a specific
interface from the interface configuration mode. The command to enable Root Guard is
spanning-tree guard root. It will look like this.

ASW1(config-if)# spanning-tree guard root

BPDU Filtering

By default, STP runs on all of your switch ports. This is a good thing because it makes
sure that you don’t have any loops, which of course you don’t want. But there may be a
very special case where you don’t want STP to run on a port. Perhaps you have a host or
other device that can’t receive any BPDUs. Whatever your reason, there is one good way to
effectively disable STP on a port and prevent it from sending out or processing any BPDUs.
BPDU Filtering effectively disables STP on a port.

Now by default, of course BPDU Filtering is disabled on all ports. You can enable it in
one of two ways. The first is to enable BPDU Filtering globally. If you enable it globally,
then all ports that are configured with PortFast will also be configured with BPDU filtering.
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BPDU filtering feature is useful on every switch where you have hosts and ports where
someone could connect a device to the network. One benefit to BPDU filtering over BPDU
Guard is that if a port were to receive a BPDU, instead of the port being placed into err-
disabled mode (as it is with BPDU Guard) with BPDU filtering the ports PortFast feature
is disabled, forcing it to resume normal STP operations. STP will then be responsible for
ensuring a loop is not formed.

BPDU filtering can also be very useful when used in conjunction with the Root Guard
feature. I mentioned in the Root Guard discussion that in some service provider connections
one of your switches might be directly connected to an ISP switch. If you look at Figure 3.8,
you can see the type of situation I am talking about. This happens with Layer 2 switched
connections such as Metro Ethernet. (I am not going to talk about Metro Ethernet, but it is
a type of connection you can get in some areas.)

FIGURE 3.8 Switch Connections with the ISP
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You can see from the diagram that switch DSW1 is connected to ISP1. You don’t want
your STP topology to be effected by the ISP’s topology and vice versa. So, you and the service
provider can enable Root Guard on the connected ports. This way if a superior BPDU was
received on either side, it wouldn’t change your topologies. Now, you also don’t want your
port to be in root-inconsistent state either because then you aren’t passing any data. To prevent
that, you and the service provider will enable BPDU filtering. This keeps both of the ports
from sending BPDUs in the first place.

The command for globally enabling it is spanning-tree portfast bpdufiltering
default and it is executed from global configuration mode. The command looks like this.

DSW1(config)#spanning-tree portfast bpdufiltering default

You can also enable the BPDU Filter feature on an interface-by-interface basis. This is
done from the interface configuration mode with the spanning-tree bpdufilter enable
command. It looks like this when configured on a switch.

DSW1(config-if)#spanning-tree bpdufilter enable
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Loop Guard

I think of the Loop Guard feature as a type of enforcer. It forces a port to maintain a hold
pattern when it is supposed to be in blocking mode. Let me explain. Normally a port that
is redundant would be in blocking mode. It is kept in blocking mode because it received
BPDUs from the designated port on the other end of the link, its upstream switch. If the
port for whatever reason stops receiving those BPDUs, it holds on to the last BPDU it
received until the max_age timer expires. When the timer expires, the port goes through
the stages of STP and becomes a designated port. The designated port status would allow
it to forward traffic and cause a loop. This situation would cause a loop because the port
stopped receiving BPDUs erroneously for some reason.

When it is enabled, Loop Guard prevents loops by listening on nondesignated ports.
When STP is running fine, Loop Guard does nothing. But if a port stops receiving BPDUs,
then Loop Guard steps in and puts the port into a loop-inconsistent state. In this state,
the port is effectively blocking, which prevents it from making a loop. That is the hold-
ing pattern that I talked about. Now something of note here: this feature is only blocking
the instance of STP that is behaving badly. So, if other instances are running, they are not
affected and continue to run. Loop Guard can take itself out of the holding pattern once it
starts to receive BPDUs again.

Loop Guard is disabled by default on all ports. It can be enabled two ways, globally or
on a particular interface. To enable Loop Guard globally, again from the global configura-
tion mode, use the spanning-tree Toopguard default command. It looks like this.

Switchl(config)#spanning-tree loopguard default

To enable Loop Guard on a particular interface, use the spanning-tree guard Toop
command.

Switchl(config-if)#spanning-tree guard loop

UniDirectional Link Detection (UDLD)

You’ve looked at the way devices are connected; here I discuss our switches. In switch
blocks, most of the switches have uplinks connecting them to upstream switches. Many of
those uplinks today are fiber connections because fiber optics offer high-bandwidth, low-
loss connections. They can carry data a greater distance than Ethernet if need be as well.
But with a fiber connection, you can encounter a problem that you don’t ever worry about
with an Ethernet or twisted pair cable—a unidirectional link.

A unidirectional link occurs when one of the fibers in a pair goes down. Because there
are separate transmit and receive cables, the switches on each end may not detect that the
interface is down. How could something like this happen? Well, one of the interface mod-
ules could be damaged or simply not working. If this happens, then the switches could still
send data in one direction. If the switch port that is supposed to be blocking stops receiving
BPDUs, then that blocking switch will begin forwarding after the port transitions through
STP. This situation would then cause a loop in the one direction.
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) Fact: Fiber connections today generally use one of two types of
OTE modules, gigabit interface converters (GBIC) or small form-factor

pluggable (SFP) modules.

To prevent these loops, Cisco developed the proprietary UniDirectional Link Detection
(UDLD) feature. This feature has to be enabled on both ends of the link. It monitors the
port to ensure that it maintains bidirectional communication. Each switch independently
sends Layer 2 UDLD frames to the switch on the other side. The frames include the sending
switch port ID and a request for a reply. If no reply arrives, then the link is assumed to be
unidirectional and faulty.

UDLD messages are sent at regular intervals, by default every 15 seconds. It takes the
switch about three intervals to detect the link, about 45 seconds depending on your con-
figuration. This timing is important because UDLD needs to detect the failure before STP
begins forwarding on the port. Remember, STP will begin forwarding on the port after
about 50 seconds, a sum of the max_age timer (20 seconds) and two intervals of the for-
ward delay timer (30 seconds total).

UDLD operates in two different modes, normal or aggressive. In normal mode, UDLD
doesn’t do anything to the port when a unidirectional state is detected. It merely marks the
port as such and generates a log message. But in aggressive mode, UDLD takes an active
role is trying to reestablish communication on the port. It sends out eight UDLD messages,
one per second for 8 seconds. If none of the messages get a reply, then the port is placed
into err-disabled state so that it cannot be used.

It is worth mentioning at this point that it is nice that this feature runs separately on
each individual interface, especially in the case of an EtherChannel. If UDLD puts one of
the links into err-disabled state, the other links in the bundle remain unaffected.

As far as the configuration goes, I am sure you can almost guess at this point what I
am going to say. UDLD can be configured in two ways, either globally or on an individual
interface.

If you enable globally, then UDLD will be enabled on all fiber interfaces. The command
isudld {enable | aggressive | message time seconds} and it is run from global config-
uration mode. Use the enable option to configure normal mode, and the aggressive option
to enable aggressive mode. The message time option configures the interval in which the
messages are sent between switches. The configurable range is 7 to 90 seconds.

The UDLD feature is good to use on any switch were you have fiber links. The biggest
difference will be what mode you place the feature into. In normal mode, nothing is actively
done about the situation, but you can have the log message or alert sent to a management
station so that you can do something about it yourself. This is fine if you have something like
this set up and someone to always check out these situations. The problem is if you don’t have
someone to check it out, then you could possibly be leaving a loop condition in the network.

In aggressive mode, you don’t have to be there right away when the situation occurs. The
switch will try to resolve the problem, and if it cannot, then the port is put into err-disabled
mode and you don’t have to worry about a loop being created.

DSW1(config)#udld enable
DSW1(config)#udld aggressive
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UDLD configuration on the interface is very similar. The command is ud1d {enable |
aggressive | disable} and is run from the interface configuration mode.

DSW1(config-if)#udld enable
DSW1(config-if)#udld aggressive
DSW1(config-if)#udld disable

Verifying and Troubleshooting

Now that you have gone through so many of the configurations for STP, it is time to look
at how you can verify and troubleshoot any issues. Any changes to the network can cause

a shift in the topology. These shifts ultimately may prevent you from knowing exactly

what the topology is, at least the topology you thought you had. If you know for sure that
something changed or you are trying to determine whether something changed, you have to
know where to find that information. You can use commands and outputs from the com-
mand line interface of a switch to determine the topology of STP. You can also figure out
which switch is the root bridge and get the status of the ports. Let take a look at some of
these commands.

Checking the STP Process

The first and most obvious command is to look at the STP process itself. We can do this
with the show spanning-tree command.

Switchl#sh spanning-tree

VLANOOO1

Spanning tree enabled protocol ieee

Root ID Priority 32769

Address 0015.6342.8c80

Cost 3019

Port 23 (FastEthernet0/21)

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 49153 (priority 49152 sys-id-ext 1)
Address 001c.575e.c880

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Aging Time 300

Uplinkfast enabled

Interface Role Sts Cost Prio.Nbr Type

Fa0/3 Desg FWD 3019 128.5 P2p Edge
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Fa0/4 Desg FWD 3019 128.6 P2p

Fa0/5 Desg FWD 3019 128.7 P2p

Fa0/6 Desg FWD 3019 128.8 P2p

Fa0/9 Desg FWD 3019 128.11 P2p

Fa0/10 Desg FWD 3019 128.12 P2p
Interface Role Sts Cost Prio.Nbr Type

Fa0/11 Desg FWD 3100 128.13 Shr

Fa0/19 Altn BLK 3019 128.21 P2p

Fa0/20 Altn BLK 3019 128.22 P2p

Fa0/21 Root FWD 3019 128.23 P2p

Fa0/22 Altn BLK 3019 128.24 P2p

VLAN0010

Spanning tree enabled protocol ieee

Root ID Priority 32778

Address 001c.5783.3900

Cost 3019

Port 21 (FastEthernet0/19)

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 49162 (priority 49152 sys-id-ext 10)
Address 001c.575e.c880

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Aging Time 300

Uplinkfast enabled

Interface Role Sts Cost Prio.Nbr Type

Fa0/1 Desg FWD 3019 128.3 P2p Edge
Fa0/2 Desg FWD 3019 128.4 P2p Edge
Fa0/19 Root FWD 3019 128.21 P2p
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You can see from this output it contains many pieces of very useful information. Starting
at the top of the output, you will find that the output is for VLAN 1 and that the original

IEEE version is currently running.

Now, take a look at the output section titled Root ID. This section lists all the information
for the root bridge. It is followed by the Bridge ID section, which lists the information for the
local switch to which you are connected. The bottom section of this output gives you the port

status information. There you will find listings (in columns from left to right) for:
= Each port in the current VLAN’s instance of STP

= The port’s role

= The status of that port
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= The port cost
= The port priority and port ID
= The port type
Notice in this output, UplinkFast is enabled so the cost has the 3000 addition to it.

Checking Port Details
Now, take a look at is the output from the show spanning-tree detail command.

Switchl#show spanning-tree detail

VLANOOO1 is executing the ieee compatible Spanning Tree protocol
Bridge Identifier has priority 49152, sysid 1, address 001lc.575e.c880
Configured hello time 2, max age 20, forward delay 15

Current root has priority 32769, address 0015.6342.8c80

Root port is 23 (FastEthernet0/21), cost of root path is 3019
Topology change flag not set, detected flag not set

Number of topology changes 18 last change occurred 2d00h ago
from FastEthernet0/19

Times: hold 1, topology change 35, notification 2

hello 2, max age 20, forward delay 15

Timers: hello 0, topology change 0, notification 0, aging 300
Uplinkfast enabled

Port 5 (FastEthernet0/3) of VLANOOOl is designated forwarding
Port path cost 3019, Port priority 128, Port Identifier 128.5.
Designated root has priority 32769, address 0015.6342.8c80
Designated bridge has priority 49153, address 001lc.575e.c880
Designated port id is 128.5, designated path cost 3019

Timers: message age 0, forward delay 0, hold 0

Number of transitions to forwarding state: 1

The port is in the portfast mode

Link type is point-to-point by default

BPDU: sent 3232577, received 0

<Output cut>

This output shows the finite details about the instance of STP that is running, including
timer values and associated costs. You can thank me now for cutting the output after just
one port. When you run the command, you will see the details for each of the ports in the
VLAN instance.
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Checking STP Features

The next command will show you the ports that are in each of the instances of STP, which
features are enabled and which are not. The command is show spanning-tree vlan vilan-id
summary.

Switchl#show spanning-tree vlan 1 summary

Switch is in pvst mode

Root bridge for VLANOOOl is 32769.0015.6342.8c80.
Extended system ID is enabled

Portfast Default is disabled

PortFast BPDU Guard Default is disabled

Portfast BPDU Filter Default 1is disabled
Loopguard Default 1is disabled

EtherChannel misconfig guard is enabled
UplinkFast is enabled

BackboneFast 1is disabled

Configured Pathcost method used is short

Name Blocking Listening Learning Forwarding STP Active

VLANOOOL 3 0 0 8 11

Checking the Root and Port Properties

The show spanning-tree vlan vian-id root command shows all of root properties. Using
this command, you can find the root bridge, root port, root cost, and timer values.

Switchl#show spanning-tree vlan 1 root
Root Hello Max Fwd
Vlan Root ID Cost Time Age Dly Root Port

VLANOOO1 32769 0015.6342.8c80 3019 2 20 15 Fa0/21

The command, show spanning-tree vlan vlan-id bridge, gives you information
about the local switch, including its BID and timers.

Switchl#show spanning-tree vlan 1 bridge
Hello Max Fwd
Vlan Bridge ID Time Age Dly Protocol

VLANOOO1 49153(49152,1) 001c.575e.c880 2 20 15 ieee



106 Chapter 3 - Spanning Tree Protocol (STP)

Determining UplinkFast and BackboneFast Status

The next couple of outputs show the status of UplinkFast and BackboneFast operation on
the local switch. The commands are show spanning-tree uplinkfast and show spanning-
tree backbonefast.

Switchl#show spanning-tree uplinkfast
UpTinkFast is enabled

Station update rate set to 150 packets/sec.
UplinkFast statistics

Number of transitions via uplinkFast (all VLANs) : O
Number of proxy multicast addresses transmitted (all VLANs) : 0
Name Interface List

VLANOOO1 Fa0/21(fwd), Fa0/19, Fa0/20, Fa0/22
VLANO010 Fa0/19(fwd)

Switchl#show spanning-tree backbonefast
BackboneFast is disabled

Summary

You’ve covered a considerable number of topics in this chapter. Of course, it depends on what
version of STP you run in your network as to which ones you find the most important. It is
key that you are able to configure and work with all of them. You must be intimately familiar
with STP for that purpose. Most important is STP’s use in the network. You got a look at

the operation of STP going back to the original version, IEEE 802.1d. You saw what had to
happen for STP to operate. You reviewed the modifications and standard changes that have
occurred to STP over time. There was 802.1q, also known as CST, and the changes that
Cisco initiated, including PVST and PVST+. You also looked at enhancements, including
PortFast, BackboneFast, and UplinkFast.

Finally, you looked at 802.1s (MST) and 802.1w (RSTP). Both of these standards
brought their own enhancements. MST allows you to map multiple instances of STP
together to conserve resources and minimize the number of topologies that have to be
maintained. RSTP gave you the ability to save a great deal of time in network convergence.

Then, you looked at some features that provide some protection to the STP instance,
including BPDU Guard, BPDU Filtering, Root Guard, Loop Guard, and UDLD.

The last things covered were some of the commands that can be used to determine the
operation and help you troubleshoot STP. You should practice using these commands and
be sure that you understand their use and outputs. The better your understanding of these
commands, the easier it will be to operate STP in the future.
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Review Questions

1. What IEEE standard is the original version of STP defined in?

A.
B.
C.
D.

§02.2
802.1d
802.11
802.3

2. What piece of information is used by switches to determine the root bridge?

A.
B.
C.
D.

Port ID

Port number
BID

Path cost

3. What value is used to determine the root port of a switch?

A. Path cost
B. portID
C. BID
D. Switch name
4. What Cisco-created feature allows a switch to transition a port immediately to forwarding?
A. UplinkFast
B. UDLD
C. PortFast
D. max_age timer
5. What is the name of the message switches send to determine the topology for STP?
A. BPDU
B. Update
C. Status
D. PDU
6. What Cisco-proprietary feature was added to speed convergence when a root port is lost?
A. BPDU Guard
B. PortFast
C. UplinkFast
D. BackboneFast
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What feature prevents a superior BPDU that is received from affecting the current STP
topology?

A. BPDU Guard

B. Loop Guard

C. PortFast

D. Root Guard

What value can be changed by the administrator of a switch to make the switch more likely
to become the root bridge?

A. Priority

B. Port priority

C. Port number

D. MAC address

What feature allows a switch to verify that a fiber optic link has not partially failed?

A. Loop avoidance

B. UDLD
C. Root Guard
D. PortFast

What feature prevents the sending and receiving of BPDUs on a switch port?
A. PortFast

B. BPDU Guard

C. BPDU filtering

D. Priority
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Answers to Review Questions

10.

B. The original version of STP is defined in the IEEE 802.1d standard.

C. The BID is used by the switches to determine the root bridge; the lowest BID is the
winner of the election.

A. The path cost is used to determine the root port; the lowest total path cost for all of a
switches ports becomes the root port.

C. The Cisco-proprietary feature of PortFast allows a switch port to move immediately to
forwarding without having to transition through any other states.

A. The BPDU (Bridge Protocol Data Unit) is sent every 2 seconds by switches and contains
the information to determine the topology.

C. UplinkFast was added by Cisco, and allows the loss of root port to be converged around
in about 5 seconds.

D. Root Guard prevents a superior BPDU from changing the current STP topology by
placing the port where it was received into root-inconsistent state.

A. The priority can be changed for each VLAN on a switch to affect the root bridge election.
The priority value can be changed in increments of 4096.

B. UDLD allows a switch to verify whether the switch on the other end is still present or
whether the link has failed in one direction.

C. BPDU filtering effectively disables STP on the port because it prevents the port from
sending or receiving BPDUs.
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IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Describe basic routing fundamentals
v Describe RIP version 1
v Describe RIP version 2

v Describe route filtering with distribute lists



Without routing, data would never get beyond its own subnet;
i3 it is the true backbone and strength to internetworking. The
BESASTS routing process gives a router its abilities, from the most basic
(a broadcast domain boundary) all the way through its most advanced routing protocol
interaction (a gateway to the Internet and the world). Of course, there are rules to be fol-
lowed and information that routers must have to make this happen.

In this chapter, you will learn specifically about the routing process itself and how to
give routers the information they require. I’ll cover a couple of primary forms: static rout-
ing and dynamic routing. For dynamic routing, this chapter is only the beginning. The next
three chapters will be devoted to dynamic routing protocols as well.

Additionally, you will learn ways to filter and control the propagation of routing infor-
mation between routers and routing domains.

? For up-to-the-minute updates on this chapter, check out www. sybex.com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

Routing Fundamentals

To begin, you need to understand the routing function itself and what happens during the
process. In this section, I show you how a router makes its decisions about where and how
to send data. You’ll learn about the information that a router needs in order to make these
decisions. Then you’ll delve into the ways that the router gets this information—both static
routing (you, as the administrator, will give this to the router) and dynamic routing. You will
look at administrative distance and some of the functions that help a router determine which
routing information is the best. You will see how dynamic routing protocols are categorized
and the features each provides.

Basic Routing

At this point we have discussed connecting hosts and wiring up the network for use. With
routing, you go beyond the network connections. You have figure out how the router is
going to pass data between subnets. Start off by thinking about the information a router
needs to make a routing decision. Routers care only about networks when they are routing,
not about individual host IP addresses. Every router must know about every destination
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network to which it can send data. If a router has a packet to route but the destination net-
work is not in its routing table, then the packet will be dropped. The information that a
router needs to route are:

= Destination address

= Possible routes to all remote networks

= The best route or path to a destination network

= Neighbor routers from which it can learn routes and send data
= A way to learn, update, and maintain route information

For this chapter, I am going to have you building and upgrading the Brussels office.
Business in Europe has been growing steadily over the past couple of years. The number
of people, hosts, applications, and networks in the Brussels office has grown with it.

@ Real World Scenario

The Brussels Office

In the beginning of the chapter, | start you off as if it were a couple of years ago in the
Brussels office. There weren’t enough people or resources for a full switch block design.
The person who set up the office at that time wouldn’t have known to use the design
methods you now know anyway. | will show you how the network looked with just a
single router and a few subnets connected to it. Then, you will learn what must happen
when a second router is added to the network.

As the chapter progresses, you will add more subnetworks and more routers to the Brussels
network. Once you have more than a few routers, you will see that the need for a dynamic
way to update the network is needed. This will lead my discussion right into dynamic rout-
ing protocols, and you will be adding more routers to the network. Once | get you through
some of the basics of routing, | will then be expanding (even over the next couple of chap-
ters and other routing protocols) the network and showing you how the routing devices
that are located in the distribution layer update one another. | just say routing devices here,
because they can often be multilayer switches as well as routers.

So now, let me begin by examining a single router in the FutureTech Brussels office. Take
a look at Figure 4.1. You can see that the router (BrusRtr1) has four separate interfaces.
Each, obviously, represents its own network and broadcast domain. In order for traffic to
pass between the two hosts BrusPC1 and BrusPC2, the router must route the data. Now
the router is only configured with the interface IP addresses and the interfaces are enabled.
So, what information does the router have in its routing table? If you said, “The routing
table includes each of the four networks and it shows them as directly connected,” you are
exactly right! A router always knows about the networks that are directly connected. Those
networks show up in the routing table as long as the interface is enabled and active.
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FIGURE 4.1 Routing with a Single Router

10.10.20.0/24
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So, what happens when BrusPC1 pings BrusPC2? Well, BrusPC1 creates an Internet control
message protocol (ICMP) packet, frames it at the data link layer, and then sends the frames
across the network to the router. At the data link layer, the destination address is the router
because it is default gateway for BrusPC1 and the packet is destined for a remote network.
Once the frame reaches the router, the router tears off the frame and looks into the IP packet
header. It needs the destination IP address for the route lookup. The router finds that the des-
tination network is 10.10.40.0/24. Looking at the routing table of BrusRtr1 you can see where
the packet is going to go.

BrusRtrl#show ip route
[output cut]
Gateway of last resort is not set

C 10.10.10.0/24 is directly connected, FastEthernet0/0
C 10.10.20.0/24 1is directly connected, FastEthernet0/1
C 10.10.30.0/24 is directly connected, FastEthernet0/2
C 10.10.40.0/24 is directly connected, FastEthernet0/3

After the router has determined that the packet will go out to interface fa0/3, it must
switch the packet from incoming interface of fa0/0. Because this is meant to be a short
review, I review a few key things but not every little detail.

Take note. The term that I used above was switch. The router must switch the packet
from the incoming to the outgoing interface. Many people confuse the processes involved in
routing and switching when they talk about the internal processes on a router. The routing
process made the decision about where the packet had to be sent to move along the path to
the destination. The process that actually moves the packet from one interface to another is
switching.

Switching is often looked at as something only a Layer 2 switch does. This is not the case.
A switch moves or switches frames at Layer 2, while a router switches packets at Layer 3. In
both cases, a chunk of data is being moved from one interface to another, but the difference
is the type of data and at what layer the exchange occurs. Switching is always this process
of moving data from one interface to another, whether it happens at Layer 2, 3, or 4. Think
back to the Cisco Express Forwarding (CEF) information I reviewed with you in Chapter 2,
“Switching.” That should help imprint the concept on your memory.
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Now that the packet is on the outgoing interface, it must be passed back down to Layer 2.
Here it will be reframed and sent out to the destination. In this case, the destination is
BrusPC2.

So, now you can move a packet from one host to another across a single router. What
happens when there is another router in the network? Take a look at Figure 4.2 while you
are thinking about the question. As the business grew and staff increased at the Brussels
office, a single router could no longer handle the load. There are now two routers and the
second router, BrusRtr2, has networks of its own. At this point, BrusRtr1 still knows about
the networks that are directly connected. But what does BrusRtr2 know about? If you said,
“It knows about its directly connected networks,” once again you are correct. Here is the
routing table for BrusRtr2.

BrusRtr2#show ip route
[output cut]
Gateway of last resort is not set

C 10.10.40.0/24 1is directly connected, FastEthernet0/0
C 10.10.50.0/24 is directly connected, FastEthernetO/1
C 10.10.60.0/24 is directly connected, FastEthernet0/2
C 10.10.70.0/24 is directly connected, FastEthernet0/3

What about our first question? What will happen when we add another router to the
network? Will BrusPC1 now be able to communicate with BrusPC3? Well, that is what you
are going to figure out.

FIGURE 4.2 Routing with Two Routers
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BrusRtr1 BrusRtr2
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—_— Fa0/0 ¢ Wra0/3 Fa0/0 W Fa0/3 —
BrusPC1 Fa0/2 Fa0/2 BrusPC3
10.10.30.0/24 10.10.60.0/24

Looking at Figure 4.2 again, let’s go through the process of BrusPC1 pinging BrusPC3.
Again, BrusPCl is going to create the ICMP packet, frame it, and send it out onto the
network. When BrusRtrl1 receives the frame, it again tears off the frame header to see
the IP packet header. Once it finds the destination IP address, BrusRtrl can do a lookup
in the routing table for the network. You know that the destination network for BrusPC3 is
10.10.70.0/24 because that is the subnet the host is located on. Now, remember that the rout-
ing table for BrusRtr1 includes information about networks that are directly connected. You
can check the routing table output from BrusRtr1 on the last page if you have forgotten the
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addresses. Is there an entry for the 10.10.70.0/24 network in the routing table of BrusRtr1?
No, there is not. So, what will happen to this packet on the incoming interface of BrusRtr1? If
you answered, “It will be dropped,” then you are correct. This is one of the most basic rules
of routing: If the router does not have the destination network in its routing table, then the
packet is dropped.

Now what can be done to get BrusRtr1 the information that it needs to route the packets
to BrusPC3? What are the ways that a router can learn, update, and maintain its routing
information? As discussed before, the administrator can give the router the information
manually through static routing, or you can configure an automatic method through a
routing protocol. In the next section, I’ll specifically discuss the manual way. After that, for
the next few chapters, I discuss in detail the dynamic routing protocol methods.

Administrative Distance

Before I get too far into the details of each type of routing, you need to take a look at
something called administrative distance. It is fairly common to have more than one type
of routing within an internetwork. As I show you each of the types of routing, you will see
that some have strengths for one particular application while another type may be better
for another situation. With this in mind, if the router is getting information from multiple
sources, you have to give the router a way to determine which source of information is best.
You have to do this because every single routing protocol uses different information (called
a metric) to determine its own best path to networks.

A router has no way of equally balancing or comparing the routes that it receives from
different protocols. This means that you need to assign a weight or value to every type of
routing information that a router may receive. This value or scale is called administrative
distance. The lower the number in the administrative distance scale, the better the informa-
tion is to the router.

So, what is the best information that a router could have? If you said, “A directly con-
nected network is the best,” you are correct! An individual router always knows about
directly connected networks and for that reason, they are the best. In terms of administra-
tive distance, a directly connected network has a value or distance of 0. This is the best
distance that a route can have. If you configure a router with a static route, it has a distance
of 1. You are going to learn how to create static routes in the next section.

In the next few chapters, I discuss each of the routing protocols in detail. For now
though, here is Table 4.1, with the administrative distances for each routing protocol.

TABLE 4.1 Administrative Distance Values

Protocol or Route Source Administrative Distance
Directly connected interface 0
Static Route 1

EIGRP Summary Route 5
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TABLE 4.1 Administrative Distance Values (continued)

Protocol or Route Source Administrative Distance
External BGP 20
Internal EIGRP 90
IGRP 100
OSPF 110
IS-IS 115
RIP v1, v2 120
EGP 140
External EIGRP 170
Internal BGP 200
Unknown 255

Static Routing

It is now time to pick up where we left off before we talked about administrative distance. It is
time to start looking at how you are going to give the router what it needs to route, beginning
with manual or static routing configurations. Now, there are many reasons that you would use
static routing. Often, you will use static routing to fix a small problem or hole in the network
that is left by a dynamic routing protocol solution. You can also use static routes to help chose
a backup path when a primary fails. This is called a floating static route. Static routing can
also be used to configure a default route.

Let’s figure out how you can configure a static route. Refer back to Figure 4.2. BrusRtr1l
was trying to send a packet from BrusPC1 to BrusPC3, but the packet was dropped because
the destination network was not in the routing table. So, you need to add a route in the
routing table. You are going to do that with a static route. The command to put a static
route in the routing table is ip route prefix mask {ip-address | interface-type
interface-number } [distance].

The command starts with ip route and must be followed by the prefix and mask of the
destination network that is being placed in the routing table. The next piece of the command
is either the next hop IP address or the exit interface. If you choose the next hop address, use
the IP address of the neighboring router that the local router is connected to. This IP address
and neighbor must be in the direction of the destination network. Instead of using a next
hop IP, you can use the exit interface of the local router.
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The exit interface can be used just for simplicity, but I recommend that you only do it
with non-broadcast interfaces such as serial interfaces. If you configure this on a broadcast
interface such Ethernet, the route will only be added when the interface is up. The bad
thing is that the router will think that any destination host it doesn’t know about through
some other router to be directly connected to that Ethernet interface. This can cause a huge
amount of ARP traffic, a huge ARP cache, and even make the router crash and reload!

The last option I have listed is the distance. This stands for the administrative distance of
the routing information. If you do not include this option, the default will be used. We dis-
cussed what the administrative distance does in the last section. Remember, the administra-
tive distance for static routes are 1. If you use a directly connected interface for a static route,
the router in the routing table considers them to be directly connected. The impact differs
depending on the routing protocol, but has its biggest effect when you do redistribution. I will
cover this more when I talk about redistribution for each of the dynamic routing protocols.

Let’s take a look at what the configuration would look like for Router A if we put a
static route in the routing table for the 10.10.70.0/24 subnet. This first example uses the
next hop IP address for where the data is to be sent.

BrusRtrl(config)#ip route 10.10.70.0 255.255.255.0 10.10.40.2

This next example shows you the command using the exit interface of the local router
for where the data is to be sent.

BrusRtrl(config)#ip route 10.10.70.0 255.255.255.0 Fa0/3

Now, there is more than one use for a static route. You can use a static route for giving
a router default routing information, or a default route as it is typically called. There are a
few reasons that we might give a router default route information. The two most common
are to give a stub router a route to send all of its data to or to give an edge router the route
it needs to send all of its data to a service provider, for instance. Now when I say all of its
data, 1 specifically mean all the data the router doesn’t have a specific route for. Let’s first
look at Figure 4.3. In this diagram, you can see that BrusRtr1 is connected to the rest of the
internetwork and BrusRtr2 only has a connection to BrusRtrl. Because BrusRtr2 has only
one place that it can send data, this router is considered a stub router. It isn’t necessary for
BrusRtr2 to know about every network in the internetwork because BrusRtrl knows how
to route beyond itself. BrusRtr2 must send all of its data to BrusRtr1 and it is BrusRtr1’s
problem to move it further along the path.

FIGURE 4.3 Static Default Route for a Stub Router
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The second reason for a default route is to send all unknown data to an Internet Service
Provider (ISP).

@ Real World Scenario

Adding Internet Access

If you look at Figure 4.4, you will see that we now have BrusRtr1 that is connected to the
service provider network. It is a common practice to have remote sites with their own
Internet access. If they did not, then all of their Internet data would have to be carried
across the WAN link to the headquarters building in Dallas. Once in Dallas, the data would
then be routed out to the Internet, and the return traffic from the Internet would have to
take the reverse path back to the Brussels office. This would not only be very inefficient
but it would eat up way too much valuable and expensive WAN bandwidth. Just as in the
last example, it is not required that BrusRtr1 know all of the networks that are in the ISP
network. For that to happen, BrusRtr1 would have to know about all of the networks on
the Internet. That could be hundreds of thousands of routes. In most cases, that would be
way too many routes for the routers to handle. So, again from the diagram, you can see
that you are going to route all of the unknown data toward the ISP router or network.

FIGURE 4.4 Default Route for an Edge Router
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For both of these cases the actual configuration is the same. You use the same command
you used for static routing. Only now, we are going to replace the destination network pre-
fix and mask with all zeros. This tells the router to send the data destined for any network
with any mask that it does not have knowledge of down this path. The route will show up
in the routing table with all zeros. Here are the configuration commands.

BrusRtrl(config)#ip route 0.0.0.0 0.0.0.0 100.100.100.2
BrusRtrl(config)#ip route 0.0.0.0 0.0.0.0 Fa0/0

The other situation where you could use a static route is to advertise a redundant link,
but you don’t want to always advertise the link. Let me explain.
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@ Real World Scenario

Keeping Connected

FutureTech has redundant wide area network (WAN) connections from their headquarters
office in Dallas to the Brussels branch LAN. If one of those connections is the primary,
maybe because it has a higher bandwidth, you would want that to be the route that is in the
routing table of your routers. Only when that primary link goes down would you want the
other link, the link with the lower bandwidth, to be used. The network is running Enhanced
Interior Gateway Routing Protocol (EIGRP) as its dynamic routing protocol. (I know that |
haven’t discussed EIGRP but you have enough basic knowledge from CCNA or other read-
ing for this example, so not to worry.)

Look at Figure 4.5. You can see the two WAN links between the sites; one of them is a
MPLS and the other is an IPSec VPN connection. You want the MPLS link to be used and
the route for that path to be found by EIGRP. The secondary link will be configured with

a static route so that it will only be used if the primary link goes down. This type of static
route is called a floating static route. It is called this because you modify the administra-
tive distance of the static route so that it floats right above the route for whatever dynamic
routing protocol you might be using. In this case, since FutureTech is using EIGRP and the
administrative distance for EIGRP is 90, the administrative distance of the static route must
be set to something above that value.

FIGURE 4.5 Floating Static Route
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For this example, the only routing protocol FutureTech is running on the network is
EIGRP, so you can make the distance anything above 90. Let’s make it 95 for the example.
You need to tell the DalWANT router what the redundant path to get to all the destination
subnets in Brussels is. The subnets that exist in Brussels, as you have seen from the previous
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examples, are summarized into the range of 10.10.0.0/16. In this, case the static route con-
figuration would look like this:

DalWAN1(config)#ip route 10.10.0.0 255.255.0.0 10.210.1.14 95

You should be pretty comfortable with static routing, so it is time to move on to dynamic
routing, which will allow you to more easily route more networks without so much adminis-
trative burden.

Dynamic Routing

As you start down the dynamic routing protocol path here, I want to start off with a caution.
Everyone is always worried about how a particular protocol operates and what all the little
details of its use are. But do you ever stop to think about the downside of running a dynamic
protocol? Just to make sure that you don’t think I am trying to talk you out of using them,

I am not. I would not administer most networks without the use of a dynamic routing pro-
tocol. I am merely stating that some issues created by using dynamic protocols deserve your
consideration.

You have probably heard people talk about the obvious ones. Dynamic routing protocols
require the router to use more CPU time, and they require more memory to store their tables
and information. Those are things that network engineers have to think about, yes, but they
can be easily overcome by making sure that you use a router model that handles the process-
ing load. The issue that I want to make sure you think about is the amount of bandwidth
that a protocol uses.

Now, bandwidth won’t be an issue in every instance. If your internetwork has all of the
devices connected with Gigabit Ethernet or fiber optic connections, no problem. Bandwidth
will become an issue when you start talking about WAN links and Quality of Service (QoS).
In the case of a WAN link, you don’t always have a bunch of extra bandwidth. For some
of the protocols that I will show you, there are configurations that we can use to help you
control the amount of bandwidth that is allowed. Not all of the protocols have this feature
though. This can be a determining factor in deciding which protocol to use and the determi-
nation of which protocol to use is going to be the topic of other discussions.

Why is this important you ask? Well, let’s take a look at another part of the FutureTech
network.

The other instance that I mentioned was QoS. This will be something to think about
when the QoS discussion comes around in Chapter 18, “QoS.” For now though, it’s enough
to know that the purpose for QoS is to control and manage bandwidth and how data is to
be sent. With that in mind, you will have to remember that to consider routing protocols
and other management data when you do your configuration.

Now that we have static routing out of the way, let’s talk about all of the great things that
dynamic routing protocols do for you. The thing that comes to mind first is the amount of
time and energy that you save configuring your routers. Unlike a static route, you don’t have
to go to every single router and configure it for every destination network. If manual static
routing was the only way to configure routing, there would probably be a lot fewer of us
interested in working as a network engineer for a living. Thankfully, routing protocols do



122 Chapter 4 - Routing Concepts and Distance Vector Routing Protocols

much of the work for us. You still have to know what the protocol is going to do and how it
will do it, but the routing protocol will take care of most of the updating and sending infor-
mation between the routers.

@ Real World Scenario

Timbuktu’s Inventory Connection

The FutureTech network diagram from Chapter 1 didn’t include some smaller sites that
are connected to the Dallas headquarters network through an old legacy frame relay net-
work. The committed information rate (CIR) that is being purchased for these connections
is very small. Most of these sites are only connected to an old mainframe application that
keeps FutureTech’s inventory data up to date. So the issue is that these connections are
small for the reason of not sending much data. If a dynamic routing protocol were run-
ning, then a significantly higher amount of data would have to be sent basically for no
reason. This is a perfect place to have static routes. Most current networks today don't
have to worry about this sort of thing, because even a VPN connection going over the
Internet can have more bandwidth than old frame relay connections like this.

Like I said, you have to know how and why the protocols are going to do these things.
You have to choose between the protocols and decide which of them is able to do all of the
things that you need accomplished on your network. To make that decision, you have to
know all the choices and their characteristics. For that purpose, I have created what I call
the routing tree. For years, I have seen my students struggle with all of the different catego-
ries of routing protocols and where each protocol fits into the mix. So, I simply put all of
the categories and protocols into a tree structure. You can see the routing tree in Figure 4.6.
Use the tree to track the categories and which protocols fall into each one.

You can see that I start off with routing at the top. Routing breaks into two different
means of updating a router’s information, static and dynamic routing. Static routing ends
there; it is just the manual means of giving the router information. The other branch of the
tree just begins there. You can see that dynamic routing protocols break up into many dif-
ferent categories or types of protocols. The first split in the dynamic protocol branch is the
division of Interior Gateway Protocols (IGP) and Exterior Gateway Protocols (EGP). I talk
about each protocol and category coming up in the next few sections, but for now the dif-
ference is interior or exterior routing of an Autonomous System (AS).

An autonomous system is a collection of networks or subnets that are in the same admin-
istrative domain. Another way of saying administrative domain is “within your company’s
network.” You control or administer the network and all of the subnets within it. You control
and set the policy for what happens in an autonomous system.

An IGP operates and routes within an AS; an EGP works outside or between systems.
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FIGURE 4.6 Routing Tree
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That is the end of the EGP branch of the tree, but the IGP branch continues to split out
as you go down further. At the IGP split, you can see that there are two primary categories,
Distance Vector and Link State routing. You’ll get a chance to work with all of these types
of protocols over the next couple of chapters. In the Distance Vector category, you will find
Routing Information Protocol (RIP) and Interior Gateway Routing Protocol (IGRP). Under
the Link State category, there is Open Shortest Path First (OSPF) and Intermediate System
to Intermediate System (IS-IS).

Now, there is a third category shown in the diagram. This category is called Advanced
Distance Vector Protocol. The only protocol under this one is Enhanced Interior Gateway
Routing Protocol (EIGRP). It is Cisco proprietary and has characteristics of both Distance
Vector and Link State. Sometimes, EIGRP is sometimes called a hybrid protocol but you will
see it called an Advanced Distance Vector Routing Protocol, which is more correct. So, let’s
look a little more closely at each of the categories and protocols that fall under each one.

Interior Gateway Protocols (IGP)

IGPs operate inside of autonomous systems. This means that they route and determine
paths for an internetwork that you control or administer. I have not gone through all the
details of each category, but each type and protocol has its own distinct features. One
of the major things that you will need to consider is whether the protocol is classful or
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classless. The difference is huge and determines how you can address the network and
where and when you can use summarization and variable length subnet masking (VLSM).
As I discussed with you in the introduction of this book, VLSM and summarization fall
into those objectives from the CCNA you should have a good understanding of at this
point. If you are not sure of how to configure summarization, you don’t need to worry
about that. As I go through each of the protocols, I’ll show you how to configure summa-
rization for that particular protocol.

Distance Vector Protocols

As you saw in the routing tree diagram (Figure 4.6), a couple of protocols fall under the
distance vector category. The primary protocol that you are going to look at is the Routing
Information Protocol (RIP). RIP has long been an open standard protocol and most equip-
ment vendors support it. It is useful not just for routers; in many cases, RIP is the only pro-
tocol supported by devices such as UNIX servers. The fact that you have devices that only
support RIP can be a reason that RIP must still be used in a particular network.

Two versions of RIP, version 1 and version 2, work for IPv4 addressing. The primary
difference between the versions is that version 1 is a classful routing protocol and version 2
is a classless routing protocol. I give you all of the details of the two versions a little later in
this chapter.

The other distance vector routing protocol that you see in the routing tree is IGRP. I don’t
discuss this protocol in great detail, as it has been removed from the IOS in version 12.3 and
it is no longer supported by Cisco. IGRP is a proprietary protocol that was only supported by
Cisco equipment anyway, so removing the protocol does not impact other vendor’s devices.

Distance vector protocols, by their very name, operate only a small amount of informa-
tion about the network. They need basic information about destination networks. To suc-
cessfully route information, distance vector protocols must know a specific distance and
direction (or vector) to each destination network, hence the name of the protocols. These
protocols really know very little about the network otherwise. They don’t keep track of
neighbor routers or which routers are connected to which networks. Keeping track of that
type of information is what a link state protocol does.

Distance vector routing protocols keep track of changes to the internetwork by broadcast-
ing periodic routing updates out all active interfaces. Each broadcast includes the complete
routing table. This can work okay, but the amount of CPU process and link bandwidth can
be more than you might want. And if a network outage happens, real problems can occur.
Plus, the slow convergence of distance vector routing protocols can result in inconsistent
routing tables and routing loops.

Routing loops occur because every router isn’t updated simultaneously, or even close to it.
Here’s an example. You are still in the Brussels office and the network has grown to the point
of having four routers. You can see in Figure 4.7 that the four Brussels routers are in the net-
work. To make this example easier, I used letters to signify the networks instead of a bunch of
numbers. Let’s start off by saying that you have configured RIP on all of the routers and each
one of the four routers knows about all of the networks A through E. Now for a routing loop
to occur, a sequence of events would have to happen in perfect timing. I am sure that you can
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guess that the engineer who made one of these first routing protocols didn’t anticipate that
loops could occur or the engineer would have just built in mechanisms from the start to pre-
vent the loops. After I go through this sequence, I will describe for you the mechanisms that
are now in place to prevent this from happening.

You have to be aware of one other piece of information. RIP uses a very simple metric
of hop count. Hop count is simply the number of routers that must be traversed to get to
a destination network. For a network that is directly connected, the hop count is 0. In the
diagram, network E has a metric of O for BrusRtr4, a hop count of 1 for BrusRtr3, a hop
count of 2 for BrusRtr2, and a hop count of 3 for BrusRtr1.

1. At the starting point, all of the routers are up to date and updates are being sent
normally.

2. Network E now goes down for some reason (such as a failed interface or cut link), but
the point is that the network is now down for BrusRtr4 and removed from the routing
table. This is where the timing comes into play. If BrusRtr4 had sent its last update 1
second before network E went down, then BrusRtr4 is not due to send another update
for 29 more seconds. (RIP’s update timer is 30 seconds.)

3. If BrusRtr3’s timer expires before that 29 seconds is up for BrusRtr4, then BrusRtr3
will send out its update.

4. The problem is that when BrusRtr4 receives that update, it will add a route back into
its table. Because the route from BrusRtr3 had a hop count of 1 (which was the correct
hop count when BrusRtr3 learned the route from BrusRtr4), BrusRtr4 knows nothing
else to do but add 1 to that metric and place the route with a count of 2.

5. When the timer expires for BrusRtr4 and it sends its update to BrusRtr3, BrusRtr3 will
see that there is a change to the hop count from what it had originally. Now BrusRtr3
must update its hop count to 3.

6. When BrusRtr3 sends out its next update the problem will extend in the other direction
as well.

BrusRtr2 will add 1 to its hop count and send out an update.
BrusRtr1 will add 1 to its hop count and send out an update.
This is going to continue forever. It is called counting to infinity and is the reason for

the first loop avoidance mechanism called maximum hop count.

FIGURE 4.7 Routing Loop Example
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Mechanisms are built into routing protocols to prevent routing information from caus-
ing loops or other problems in the network. Some of these mechanisms are used in other
protocols, such as EIGRP and OSPF. I will talk about those cases later, when we look



126 Chapter 4 - Routing Concepts and Distance Vector Routing Protocols

at those protocols specifically. Well, let’s look at distance vector routing loop avoidance
mechanisms.

Maximum Hop Count The routing loop problem just described is called counting to
infinity. It’s caused by gossip (broadcasts) and wrong information being communicated
then propagated throughout the internetwork. Without some form of intervention, the hop
count increases indefinitely each time a packet passes through a router.

One way of solving this problem is to define a maximum hop count. RIP permits a hop
count of up to 15, so any network that requires 16 hops is deemed unreachable. In other
words, if network E were to go down with a hop count of 15 (whether any other messages
were received or not), network E will be considered down. Thus, the maximum hop count
will control how long it takes for a routing table entry to become invalid or questionable.

Split Horizon Split horizon reduces incorrect routing information and routing overhead

in a distance vector network. It enforces a very simple rule: It is never useful to send routing
information back in the direction from which it was learned. In other words, the routing
protocol identifies the interface a network route was learned on and won’t advertise the
route back out that same interface. Split horizon would have prevented any of the routers
from sending the updated information it received back toward the source of network E.

Route Poisoning Another way to avoid problems caused by inconsistent updates and stop
network loops is route poisoning. For example, when network E goes down, router D initiates
route poisoning by advertising network E as 16, or unreachable (sometimes referred to as infi-
nite). Poisoning the route to a downed network keeps other routers from being susceptible to
incorrect updates. When a router receives a poisoned route, it sends an update, called a poison
reverse, back to the notifying router. This ensures all routers on the segment have received the
poisoned route information.

Why send this special poison reverse message? This message ensures that the source router
will know the route was received and is indeed poisoned, but think about where the message
is going. BrusRtr3 would be sending it back to BrusRtr4. So what rule would be broken by
sending this update? If you said “split horizon,” you are exactly correct.

Holddowns A holddown prevents regular update messages from reinstating a route that is
going up and down (called flapping). Typically, this happens on a serial link that’s losing con-
nectivity and then coming back up. If there wasn’t a way to stabilize this, the network would
never converge, and that one flapping interface could bring down the entire network!

Holddowns prevent routes from changing too rapidly by allowing time for either the downed
route to come back up or the network to stabilize somewhat before changing to the next best
route. Holddowns also tell routers to restrict, for a specific period, changes that might affect
recently removed routes. This prevents inoperative routes from being prematurely restored to
other routers’ tables.

Link State Protocols

Link state routing protocols are classless routing protocols. Again, to be a classless routing
protocol, the subnet mask information is carried with the routing update so that all of the
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neighbor routers know how big the advertised network route is. One of the biggest differences
between link state and distance vector protocols is the fact that link state protocols learn

and maintain much more information about the internetwork. Distance vector routing proto-
cols only maintain a routing table with the destination routes in it. Link state routing protocols
maintain two additional tables, a neighbor table and a topology table.

Neighbor Table A neighbor table is maintained through the use of Hello packets. Hello pack-
ets are exchanged by all routers to determine what other routers are available for exchange
routing data. All routers that can share routing data are stored in the neighbor table.

Topology Table The topology table is built and maintained through the use of link state
advertisements (LSA) or link state packets (LSP), depending on the protocol. The table con-
tains a listing for every destination network for every neighbor that the router can talk to.
It is essentially a map of the entire internetwork, and not just a map of the routes or paths
that the local router is going to use but of every single route and network—a complete map
of the internetwork. Once all of routing data is shared and each one of the routers has the
raw data in their topology table, then the routing protocol runs the Shortest Path First
(SPF) algorithm against the raw data so that the best paths to each of the destination net-
works can be found. I will go into every detail of how the link state protocols do what they
do, but not until Chapter 6, “Link State Routing Protocols.”

Advanced Distance Vector Protocols

The only Advance Distance Vector Routing Protocol currently in use is Enhanced Interior
Gateway Routing Protocol (EIGRP). EIGRP is sometimes called a hybrid routing protocol, but
advanced distance vector is a better description of the protocol. EIGRP is a Cisco-proprietary
protocol and will only run on Cisco equipment. If you have a multivendor environment, you
will not be able to run just EIGRP.

)/ The issue of running more than one routing protocol can be overcome; |
,&TE will talk about running more than one routing protocol and how to configure
something like redistribution. I'll tell you about how that works specifically
for each protocol in Chapters 5 through 7.

If you are running all Cisco gear, then you can run an all EIGRP network. There are
many benefits from running EIGRP. It provides a loop-free network through the use of the
Diffused Update ALgorithm (DUAL). EIGRP can support multiple network layer protocols
(IP, IPX, and Appletalk) through the use of Protocol Dependant Modules (PDMs).

EIGRP can support all of the classless functions, all because, again, it carries the subnet
mask information in its routing updates. Possibly the biggest thing that sets EIGRP apart
from the other categories is that fact that it takes the best of distance vector and link state
and puts them together. It is simple to configure and turn on, like a distance vector protocol,
but it keeps track of more information.

EIGRP creates and maintains a neighbor table and a topology table just like link state
protocols do. The neighbor table is maintained through the use of, you guessed it, Hello
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packets. The topology table is maintained through EIGRP update packets. The EIGRP
topology table is different than a link state protocol topography table. Instead of maintain-
ing all of the networks and neighbor paths in the table and processing the raw data inde-
pendently, like a link state router would, the EIGRP router passes preprocessed data to its
neighbor and doesn’t require as much CPU time to fully calculate.

EIGRP is a very fast, scalable, fault-tolerant routing protocol. You will learn all of the
details of this protocol in Chapter 5, “Hybrid Routing Protocols.”

Exterior Gateway Protocols (EGP)

The last branch on the routing tree left to discuss is the Exterior Gateway Protocols (EGPs)
branch. A few protocols have fallen into this category over the years, but only one is autho-
rized to be used on the Internet today. That protocol is Border Gateway Protocol (BGP)
version 4. In the past, the Gateway-to-Gateway Protocol (GGP) and the Exterior Gateway
Protocol (EGP) were used. In the case of this discussion, EGP is the name of the protocol
and not the type on our tree. The EGP name has been repurposed and is now recognized
as a protocol type; you should be used to terms being reused in the networking world by
now. The basic goal of all of these protocols was to exchange routing information between
autonomous systems. They allow administrators to know where destination networks are
all across the Internet and in far-reaching internetworks.

You will see when I discuss BGP in detail that it doesn’t use a simple metric like most
other protocols do. BGP is a path vector routing protocol. It provides the direction of a
path, and with that path information you can control and manipulate how the routes and
data will be forwarded. This control is enabled through a rich set of attributes that are used
to control the protocol. Later in this chapter, you will learn about route maps. You will see
that you can use things like route maps and manipulate or control how the attributes are
used or even what their values are. We are going to discuss in much more detail how BGP
works in Chapter 7, “Exterior Gateway Protocols.”

Route Information Protocol (RIP)

The Routing Information Protocol (RIP) is a true distance vector routing protocol. RIP
version 1 (RIPv1) broadcasts the complete routing table out to all active interfaces at a set
interval, by default every 30 seconds. RIP’s only metric, hop count, determines the best path
to a destination network. The maximum allowable hop count is 15 by default, meaning
that 16 hop destinations are deemed unreachable. RIP works well in small networks, but
can quickly become inefficient in a large network. The use of a slow WAN link or a large
number of routers installed makes the broadcast nature, or the sending of the entire routing
table, inefficient and unable to scale well.

RIPv1 uses classful routing; all devices in the network must use the same subnet mask.
RIP version 1 doesn’t include subnet mask information in updates. RIP version 2 (RIPv2)
provides something called prefix routing and sends subnet mask information with the route
updates. In effect, RIPv2 becomes classless routing. I’ll tell you more about this in the “RIP
Version 2” section a little later in this chapter.



Route Information Protocol (RIP) 129

In the next couple of sections, you will learn first about the timers used to regulate RIP
performance and then about RIP configuration.

RIP Timers

RIP uses four different kinds of timers to regulate its performance:

Route Update Timer The route update timer sets the interval (typically 30 seconds) between
periodic routing updates. Each routing update sends a complete copy of each router’s routing
table out to all neighbors.

Route Invalid Timer The invalid timer determines the length of time that must elapse
(180 seconds) before a router determines that a route has become invalid. If a router hasn’t
heard any updates about a particular route for that period, the router will send updates to
all its neighbors, letting them know that the route is invalid.

Holddown Timer The holddown timer sets the amount of time during which routing
information is suppressed. Routes enter into a holddown state when an update packet that
indicates the route is unreachable is received. Information is suppressed until either an
update packet with a better metric is received or until the holddown timer expires. The
default is 180 seconds.

Route Flush Timer The flush timer sets the time between a route becoming invalid and its
removal from the routing table (by default 240 seconds). Before it’s removed from the table,
the router notifies its neighbors of that route’s impending demise. The value of the route
invalid timer must be less than that of the route flush timer so the router has enough time to
tell neighbors about the invalid route before the local routing table is updated.

Configuring RIP Routing

To configure RIP routing, you must first enable the protocol with the router rip command.
Second, you must tell the RIP routing protocol which networks to advertise with the network
command.

You can add the RIP routing protocol by using the router rip command and the network
command. The network command tells the routing protocol which classful network to adver-
tise. In addition to the network that will be advertised, the network command tells RIP which
active interfaces to include in the routing process. Any interface that has an IP address within
the range of one of the network commands is then placed into the routing process.

Look at the BrusRtr1 configuration and see how easy this is. I use the same routers from
the Brussels office for the configuration examples as well. Right now, the example is a single
router showing you the commands to enable RIP.

BrusRtrl#config t
BrusRtrl (config)#router rip
BrusRtrl (config-router)#network 10.0.0.0
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That’s it. Two or three commands, and you’re done—sure makes your job a lot easier
than building static routes, doesn’t it? However, keep in mind the extra router CPU process
and bandwidth that you’re consuming.

Notice in the network command you didn’t put in each of the subnets. The only informa-
tion that you had to input was the classful network address with all subnet bits and host bits
off. After doing that, the routing protocol takes over and finds the subnets and populates the
routing tables. Where do they find the subnets? Well, think about what you’ve configured
already. Each of the interfaces has an IP address and mask on it, right? The router gets all
the information that it needs from the interface configurations.

Concept: Building an RIP Routing Table

Remember that RIP uses the classful address when configuring the network address.
Because of this, all subnet masks must be the same on all devices in the network (this

is called classful routing). To clarify, let’s say you're using a Class B network address of
172.16.0.0/24 with subnets 172.16.10.0, 172.16.20.0, and 172.16.30.0. You would only type

in the classful network address of 172.16.0.0 and let RIP find the subnets and place them in
the routing table.

RIP Version 2

Now, it’s time to spend a few minutes discussing RIPv2. RIPv2 is very much the same as
RIPv1. Both are distance vector protocols, which means that each router running RIP sends
its complete routing tables out all active interfaces at intervals (30 seconds). Also, the timers
and loop-avoidance schemes—holddown timers and the split horizon rule—are the same

in both RIP versions. Both RIPv1 and RIPv2 are configured with classful addressing (but
RIPv2 is considered classless because subnet information is sent with each route update),
and both have the same administrative distance (120).

But there are some important differences that make RIPv2 more scalable than RIPv1.
Now, a word of advice here before we move on; ’'m definitely not swaying you away from
or toward RIP. There are cases where vl must be used, for instance with a UNIX server.
The version of the protocol that you use can be very important. If you leave a Cisco router
with the default running version and do not issue a version command, then the router will
send only version 1 updates. It will, however, receive or listen for version 1 or 2 updates.

If you configure the router for specific version, then the router will send and receive only
updates of the configured version.

RIP is an open standard; you can use RIP with any brand of router, which can be a
major benefit. You can also use OSPF, since OSPF is an open standard as well. RIP just
requires much more bandwidth, making it pretty intensive to use in your network, but
OSPF is going to require much more understanding and configuration. Later in the chapter,
I give you criteria to decide which is better for a given situation.
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@ Real World Scenario

When RIP Won’t Talk to RIP

Let’s look at the Brussels office again. Recall that there are some old routers, and the
configurations on them haven’t been messed with for quite a while. The first and oldest
router BrusRtr is still running the default setup of RIP; it will receive either version but
only send version 1. The new routers that you have been putting into the network have
been configured for RIPv2. You now have devices that are sending and receiving updates
that are of totally different versions and the old BrusRtr router would listen and take the
RIPv2 updates that are coming from the new routers. However, the new routers that you
have installed would ignore the old RIPv1 updates that are coming from BrusRtr. You are
now going to have inconsistent routing tables because the new routers won’t have the
networks that are connected to the old router. In order to fix this, you are going to have to
update the old router to version 2.

Table 4.2 lists the differences between RIPv1l and RIPv2.

TABLE 4.2 RIPv1vs.RIPv2

RIPv1 RIPv2

Distance vector Distance vector

Maximum hop count of 15 Maximum hop count of 15
Classful addressing Classless addressing

Broadcast based Uses Multicast 224.0.0.9

No support for VLSM Supports VLSM networks

No authentication Allows for MD5 authentication

No support for discontiguous networks Supports discontiguous networks

By sending the subnet mask information with the updates, RIPv2 can support variable
length subnet masks (VLSMs), as well as the summarization of network boundaries. In
addition, RIPv2 can support discontiguous networking.

Configuring RIPv2 is pretty straightforward. Here’s an example:

RouterA(config)#router rip
RouterA(config-router)#network 192.168.40.0
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RouterA(config-router)#network 192.168.50.0
RouterA(config-router)#version 2

That’s it; just add the command version 2 at the (config-router)# prompt and you are
now running RIPv2.

Summarization with RIP

There is one additional thing that we need to look at for RIP and that is manual summariza-
tion. With RIPv1, the routing protocol itself would perform automatic summarization to a
classful boundary. That means that if a router has four interfaces and the networks that are
attached to those interfaces are 64 blocks of a class C network, then the router would auto-
matically summarize the subnets and send a routing update for only the class C network.
With RIPv2, you have the ability to send the classful network, each of the subnets individu-
ally, or to craft a new manual summary address that you choose.

There are two configurations that have to be completed in order to send a manual sum-
mary route. First, you must tell the routing protocol, which by default sends automatic class-
ful summaries, not to send automatic summaries. Second, you must configure the manual
summary command for the routing protocol to create the new summary route. The no
auto-summary command tells the router to stop sending automatic classful summary routes.
Next, use the ip summary-address rip command to configure the manual summary. Let’s
take a look at what each of these commands looks like.

RouterA(config)#router rip

RouterA(config-router)#no auto-summary
RouterA(config-router)#exit

RouterA(config)#interface fa0/0

RouterA(config-if)#ip summary-address rip 10.0.0.0 255.0.0.0

Verifying Your Configurations

As a network professional, you need to be able to troubleshoot the network and verify the
things you configure along the way. Every engineer I know likes to think that they won’t
mess anything up and there won’t be any problems, but a history of working with networks
tells a different story. I have yet to meet any one who hasn’t messed up some kind of con-
figuration. The following list includes the commands you can use to verify the routed and
routing protocols configured on your Cisco routers:

= show 1ip protocols

= debug ip rip

The show ip protocols Command

The show ip protocols command displays the routing protocols configured on a given
router. Look at the output that follows. Not only can you confirm that RIP is running on the
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router but you get information about the timers that RIP is using. This output is from the old
BrusRtr that I just discussed in the last example.

BrusRtr#sh ip protocols

Routing Protocol is "rip"

Outgoing update filter Tlist for all interfaces is not set
Incoming update filter Tist for all interfaces is not set
Sending updates every 30 seconds, next due in 24 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Redistributing: rip

Default version control: send version 1, receive version 1
Interface Send Recv Triggered RIP Key-chain
FastEthernet0/1 1 1

Seriald/0/1 1 1

Automatic network summarization is not in effect

Maximum path: 4

Routing for Networks:

10.0.0.0

Passive Interface(s):

FastEthernet0/0

Serial0/0/0

Routing Information Sources:

Gateway Distance Last Update

10.1.11.2 120 00:00:10

10.1.5.1 120 00:00:22

Distance: (default is 120)

Notice, in the output above that RIP is sending updates every 30 seconds, which is the
default. The timers used in distance vector are also shown.

Notice further down that RIP is routing for directly connected interfaces fa0/1 and s0/0/0.
To the right of each interface listing, the version the interface uses is listed—RIPv1.

Fa0/0 and s0/0/0 are listed as passive interfaces (they will not send out RIP informa-
tion). The neighbors it found are 10.1.11.2 and 10.1.5.1. The last entry is the default AD
for RIP (120).

Troubleshooting with the show ip protocols Command

Let’s use and use the show ip protocols command and see what we can determine about
routing by looking at the following output from a router on another network:

BrusRtr#sh ip protocols

Routing Protocol is "rip"

Sending updates every 30 seconds, next due in 6 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
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Outgoing update filter list for all interfaces is
Incoming update filter Tist for all interfaces is
Redistributing: rip

Default version control: send version 1, receive any version
Interface Send Recv Key-chain

Serial0/0 1 1 2

Serial0/1 11 2

Routing for Networks:

10.0.0.0

Routing Information Sources:

Gateway Distance Last Update

10.168.11.14 120 00:00:21

Distance: (default is 120)

Under the show ip protocols output, you can see that RIP routing is being used for
network 10.0.0.0.The configuration would have looked like the commands below. I am
showing you these so that you know what was configured on the old BrusRtr router.

Router(config)#router rip
Router(config-router)#network 10.0.0.0

Also, only serial 0/0 and serial 0/1 are participating in the RIP network. And last, our
neighbor router is 10.168.11.14.

Let’s also look at the show ip interface brief command from the same router and see
what we find:

BrusRtr#sh ip interface brief

Interface IP-Address OK? Method Status

FastEthernet0/0 192.168.18.1 YES manual up

Serial0/0 10.168.11.17 YES manual up

FastEthernet0/1 unassigned YES NRAM Administatively down
SerialO/1 192.168.11.21 YES manual up

From the output of the show ip interface brief command, you can see that only
serial 0/0 is in the 10.0.0.0 network. This means that the router will only send and receive
routing updates with the 10.0.0.0 network and not advertise the 192.168.0.0 networks out
any interface.

The debug ip rip Command

The debug ip rip command sends routing updates as they are sent and received on the router
to the console session. If you are telnetted into the router, you’ll need to use the terminal
monitor command to be able to receive the output from the debug commands.

You can see in this output that RIP is both sending and receiving. The metric is the
hop count.
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If the metric of a route is listed as 16, the 16 is a route poison and the route
being advertised is unreachable.

RIP protocol debugging is on

RIP: sending vl update to 255.255.255.255 via Serial0/0/1

RIP: build update entries
subnet 10.1.10.0 metric 1
subnet 10.1.11.0 metric 1
subnet 10.1.12.0 metric 2
vl update from 10.1.5.1 on Serial0/0/1

RIP: build update entries

10.0 metric 1

O 00 N O U1 A W N

hops
hops
hops
hops

hops
hops
hops
hops

0
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metric
metric
metric
metric
metric
metric
metric
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metric

sending vl update to 255.255.255.255 via

2
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RIP: received vl update from 10.1.11.2 on FastEthernet0/1

RouterA#terminal monitor

*Mar 17 19:08:34.371:

(10.1.5.2)

*Mar 17 19:08:34.371:

*Mar 17 19:08:34.371:

*Mar 17 19:08:34.371:

*Mar 17 19:08:34.371:

*Mar 17 19:08:40.107: RIP: received
*Mar 17 19:08:40.107: 10.1.1.0 in 1
*Mar 17 19:08:40.107: 10.1.2.0 in 1
*Mar 17 19:08:40.107: 10.1.3.0 in 1
*Mar 17 19:08:40.107: 10.1.4.0 in 1
*Mar 17 19:08:40.107: 10.1.6.0 1in 2
*Mar 17 19:08:40.107: 10.1.7.0 1in 2
*Mar 17 19:08:40.107: 10.1.8.0 1in 2
*Mar 17 19:08:40.107: 10.1.9.0 1in 2
*Mar 17 19:08:47.535: RIP:
FastEthernet0/1 (10.1.11.1)

*Mar 17 19:08:47.535:

*Mar 17 19:08:47.535: subnet 10.1.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:47.535: subnet 10.1.
*Mar 17 19:08:49.331:

*Mar 17 19:08:49.331:

RouterA#undebug all

Let’s talk about the boldface lines in the output. RIP sends a v1 packet to
255.255.255.255—an “all-hands” broadcast—out interface Serial0/0/1, via 10.1.5.2.

10.1.12.0 1in 1 hops
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send broadcasts, it uses the multicast 224.0.0.9. So, even though the RIP
packets could be transmitted onto a network with no routers, all hosts
would just ignore them, making RIPv2 a bit of an improvement over RIPv1.
Router A uses a passive interface, so it is not sending broadcasts out to a
LAN with no routers connected.

% This is where RIPv2 would come in handy. Why? Because RIPv2 doesn’t
P

Troubleshooting with the debug ip rip Command

Now, let’s use the debug ip rip command to both discover a problem and figure out how
RIP was configured on a router from a different sample network. Take a look at the output
from FutureTech’s Bangalore manufacturing plant. It shows a problem that I experienced
not too long ago and wanted to share with you.

07:12:58: RIP: sending vl update to 255.255.255.255 via
FastEthernet0/0 (172.16.1.1)

07:12:58: network 10.0.0.0, metric 1

07:12:58: network 192.168.1.0, metric 2

07:12:58: RIP: sending vl update to 255.255.255.255 via
Serial0/0 (10.0.8.1)

07:12:58: network 172.16.0.0, metric 1

07:12:58: RIP: Received vl update from 10.0.15.2 n Serial0/0
07:12:58: 192.168.1.0 in one hop

07:12:58: 192.168.168.0 in 16 hops (inaccessible)

From the output, you can see from the updates that BangRtr1 is sending out information
about network 10.0.0.0, 192.168.1.0, and 172.16.0.0. But both the 10.0.0.0 network and
the 172.16.0.0 network are being advertised with a hop count (metric) of 1, meaning that
these networks are directly connected. The 192.168.1.0 is being advertised as a metric of 2,
which means that it is not directly connected.

For this to happen, the configuration would have had to look like this:

BangRtrl(config)#router rip
BangRtrl (config-router)#network 10.0.0.0
BangRtrl (config-router)#network 172.16.0.0

And there’s something else you can find out by looking at the first output: There are at
least two routers participating in the RIP network, because the router is sending out two
interfaces, but it is only receiving RIP updates on one interface.

Notice that the network 192.168.168.0 is being advertised as 16 hops away. Because
RIP has a maximum hop count of 15, a hop count of 16 is considered unreachable, mak-
ing this network inaccessible. So, what will happen if you try to ping to a host on net-
work 192.168.168.02? You will not be successful, that’s what! But if you try any pings to
network 10.0.0.0, you should be successful.
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There is one more output that you should look at—see if you can find the problem. Both
a debug ip rip and a show ip route output are shown from the sample router below:

07:12:56: RIP: received vl update from 172.16.100.2 on Serial0/0
07:12:56: 172.16.10.0 in 1 hops

07:12:56: 172.16.20.0 in 1 hops

07:12:56: 172.16.30.0 in 1 hops

BangRtr2#sh ip route

[output cut]

Gateway of Tlast resort is not set

172.16.0.0/24 is subnetted, 8 subnets

172.16.150.0 is directly connected, FastEthernet0/0
172.16.220.0 is directly connected, Loopback?2
172.16.210.0 is directly connected, Loopbackl
172.16.200.0 is directly connected, LoopbackO

172.16.30.0 [120/2] via 172.16.100.2, 00:00:04, Serial0/0
172.16.20.0 [120/2] via 172.16.150.15

172.16.10.0 [120/2] via 172.16.100.2, 00:00:04, Serial0/0
172.16.100.0 [120/2] is directly connected, Serial0/0

~ T n XXX I™ NN

Looking at the two outputs above, can you tell why users can’t access 172.16.20.0?

The debug output shows that network 172.16.20.0 is 1 hop away and being received
on serial 0/0 from 172.16.100.2. By checking out the show ip route output, you can see
that packets with a destination of 172.16.20.0 are being sent to 172.16.150.15 because
of a static route. This is wrong because from the output you can see that 172.16.150.0 is
directly connected to FastEthernet 0/0. From the update output at the top you can see the
router is learning network 172.16.20.0 out serial 0/0. So the traffic is being sent incorrectly
out the wrong interface because the static route in wrong.

Interior Gateway Routing Protocol (IGRP)

Interior Gateway Routing Protocol (IGRP) is discussed here simply because you need to know
of the protocol’s existence and the fact that it is not longer used. It was a Cisco-proprietary
distance vector routing protocol. In the past, to use IGRP in a network, all the routers had

to be Cisco routers. Cisco created this routing protocol to overcome the problems associated
with RIP. It has been replaced by EIGRP and is no longer supported by Cisco.

IGRP has a maximum hop count of 255 with the default being 100 (same as EIGRP).
This is helpful in larger networks and solves the problem of 15 hops being the maximum
possible in a RIP network.

IGRP also uses a different metric than RIP. By default, IGRP uses the bandwidth and
delay of the line as a metric for determining the best route to an internetwork. This is called
a composite metric. Reliability, load, and maximum transmission unit (MTU) can also be
used, although they are not used by default.
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Concept: How Does IGRP Differ from RIP?

The main difference between RIP and IGRP configuration is that when you configure
IGRP, you supply the autonomous system number. All routers must use the same number
in order to share routing table information.

Table 4.3 shows a list of IGRP characteristics that you won’t find in RIP.

TABLE 4.3 IGRPvs.RIP

IGRP RIP

Can be used in large internetworks Works best in smaller networks

Uses an autonomous system number for Does not use autonomous system numbers
activation

Gives a full route table update every Gives full route table update every

90 seconds 30 seconds

Has an administrative distance of 100 Has an administrative distance of 120

Uses bandwidth and delay of the line as Uses only hop count to determine the best
metric (lowest composite metric), with a path to a remote network, with 15 hops
maximum hop count of 255 being the maximum

Why isn’t there anything else in the IGRP section? Because watch what happens when
you try to configure IGRP on a router:

R3#config t

Enter configuration commands, one per line. End with CNTL/Z.
R3(config)#router igrp 10

% Invalid input detected at '~' marker.

R3(config)#

Route Manipulation

Let’s take a look at a couple a ways that you can filter or control the routing information
that leaves or enters a router. There are many reasons you may want to do this. I haven’t
completely covered all of them yet, but not to worry; ’'m going to.
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One of those big reasons is to control routes coming through a redistribution configura-
tion. Another might be to prevent routing information from leaving the internetwork, say
preventing it from going into an ISP network. Sometimes there are links that, because of
the bandwidth, you just don’t want to have the updates being sent across.

There are a few ways that you can accomplish these filtering affects on the network.
These include passive interface configuration, distribute lists, and route maps. The route
map discussion in this chapter will just be the introduction. Here I will talk about something
called policy-based routing. Later, in Chapter 7 “Exterior Gateway Protocols ,”when you
learn about BGP and its attributes, you will learn how to use a route map to manipulate the
attributes that gives BGP the ability to provide routing based on policies rather than metrics.

Passive Interface

Sometimes you don’t have any choice about including an interface in a network command
configuration under a routing protocol, whether or not you want the interface to partici-
pate in the routing protocol. If you need to prevent a specific interface from sending routing
information, you can configure the passive-interface command. You can configure a
single interface or multiple interfaces to be passive with the passive-interface command.
If you have a router that has dozens of interfaces and you want to set most or all of them to
a passive state, you used to have to issue an individual command for each passive interface.
10S release 12.0 added the passive-interface default option. With the default option,
every interface is set in the passive mode. Then, you can use the no passive-interface
command to remove individual interfaces from the passive mode.

Each of the routing protocols handles passive configuration differently. If you are run-
ning RIP or IGRP and configure a passive interface, then the only thing that happens is that
you prevent that protocol from sending any updates out the specified interface. Updates can
still be received if they are sent from the other end of the link, but none will be sent.

If you are running a link state or hybrid routing protocol such as OSPF, IS-IS, or even
EIGRP (because EIGRP uses Hellos to establish neighbor relationships as well), the passive
interface command blocks Hello messages from being sent. Each of these protocols requires
Hello messages to be sent to establish neighbor relationships. Without the Hellos, no neigh-
bor relationships are established and any updates that might be received are dropped because
there is no neighbor relationship.

Let’s take a look at how a passive interface is configured on a router. I have included the
no passive-interface command just so that you can see it.

RouterA(config-router)#passive-interface fa0/0
RouterA(config-router)#passive-interface default
RouterA(config-router)#no passive-interface fa0/0

Distribute Lists

You saw that by using the passive-interface command you could block all of the routing
updates from coming out of an interface. What if you want to filter only a few of the routes
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and let others through? You can use something called distribute lists. A distribute list is an
access control list that is applied using the distribute-1ist command.

Access list statements are written in the global configuration mode, just as they would be
if you were going to apply them to an individual interface. So, why don’t we just apply the
access list to an interface? Well, in this case, you want to block routing updates from leaving
the router. So, what kind of traffic would an access list not block? If you said, “An access list
doesn’t block traffic that is generated by the router,” then you are correct. We can’t use an
access list to block traffic from leaving the router, because access lists do not block traffic that
originates from the router, and routing updates are generated by the router.

You can apply a distribute list in directions, just as you can with an access list. You can
apply a distribution list to an interface in the inbound or outbound direction. A distribute
list can also be applied to a routing protocol for the purpose of filtering routes when they
are redistributed.

At this point I have only mentioned redistribution but discussed it. I’ve told you that
redistribution may be necessary to run more than one routing protocol on your network. For
routes to be shared properly between protocols, there must be a translator, or a process that
shares the information between the protocols. That process is redistribution. Redistribution
ensures that each of the routing protocols understands the other and can share its routes.

There is some danger with redistribution, if it is not carefully configured. This can be
especially true in cases where two or more redistribution points exist in the network. If the
flow of routes is allowed to be redistributed more than once, you can end up with inconsis-
tent routing tables or worse routing loops that could cause data loss.

The command for applying a distribute list in the outbound direction is distribute-Tist
{access-list-number | name} out [interface-name | routing process [routing-process
parameter]]. The command is issued from within the routing protocol configuration mode.
So, let’s breakdown the distribute-T1ist command.

The first parameter is the access-Tist number or name followed by the direction, in this
case out. The next parameter gives you an option that specifies where the command is going
to be applied. You can specify a particular interface, such as fa0/0, or a routing protocol and
process, such as RIP.

The distribute-Tist out command can be used to filter outgoing routing updates either
from an individual interface or to routes being redistributed out into another routing protocol.
The command cannot, however, be used with a link state routing protocol to block outbound
updates (called link state advertisements, LSA) on an interface.

The command for applying a distribute list in the inbound direction is distribute-Tist
[access-Tist-number | name] | [route-map map-tag] in [interface-type interface-
number]. Just as with the outbound version, the command is issued from the routing proto-
col configuration mode. Again, you begin with the command with distribute-1ist. The
first parameter is the access list number or name. If you are using OSPF, there is an optional
parameter: route map. You will learn about the creation of route maps in Chapter 7, “Exterior
Gateway Protocols.” The next parameter specifies the direction for filtering—in this case,
inbound. The last parameter specifies the interface to which you are going to apply the list.
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Summary

You have again covered quite a few things in this chapter. I started off talking about the rout-
ing process and how a router makes its decision about where to send traffic. That led you right
into the ways that you can give a router the information that it needs in order to route.

You learned about static routing and a few uses for static routes. You learned about
default routes and floating static routes. I then showed you the routing tree, which gave you
a way to keep track of all the different routing categories and the protocols that fall under
each. I went through the EGP and IGP categories. Under the IGPs, you learned about dis-
tance vector, link state, and hybrid protocols.

Along the way, you learned about things that could affect the routing process, like
administrative distance and metrics for the protocols. The protocol that I focused on for
this chapter was RIP. You learned that there are two versions of RIP and that there are
some good reasons for upgrading to the new version.

With RIP came the configuration, which is the “how do you turn it on and make it work”
type of thing. Finally, you looked at how to control summarization and how to verify an
RIP configuration.

Finally, in the chapter we went through some pretty cool ways to manipulate and control
routing updates to and from a router, and sometimes even within the router. We talked about
is the passive-interface command, which prevents the router from sending out updates
from a specified interface. Then, we talked about distribute lists, which allow you to apply an
ACL to a routing process for the sake of filtering the updates. These lists can be used on an
interface or in the redistribution process.
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Review Questions

1. What will a router do with a packet it does not have a destination for in the routing table?
A. Forward the packet
B. Drop the packet
C. Hold the packet
D. Send the packet back

2. What is the manual method for giving a router routes?
A. Dynamic routing
B. Reverse routing
C. Static routing
D. ARP routing
3. Administrative distance allows a router to determine which type of routing information is
better between different protocols?
A. True
B. False

4. What is the default administrative distance for an EIGRP summary route?
A. 90

B. §
C. 110
D. 100

5. A static route that has a higher configured administrative distance than a similar dynamic
route for the same link is called what?

A. Static backup route
B. Next hop static route
C. Directly connected route

D. Floating static route

6. Dynamic routing protocols are broken into what two categories? (Choose two.)
A. Distance vector protocols
B. Exterior gateway protocols
C. Interior gateway protocols
D

Link state protocols
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What protocol is considered an Advanced Distance Vector Protocol?

A.
B.
C.
D.

IS-IS
OSPF
EIGRP
RIPv1

What routing loop avoidance mechanism says that it is never useful to send information
back in the direction from which it was learned?

A.
B.
C.
D.

Holddown timer
Split horizon
Max hop count

Poison reverse

What is the default update timer for RIP?

A.
B.
C.
D.

S5 minutes
10 seconds
30 seconds

20 seconds

What command allows you to configure RIP to operate in version 2?2

A.

B.
C.
D

router(config)#version 2
router(config-if)#version 2
router(config-router)#version 2

router(config-Tine)#version 2
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Answers to Review Questions

1. B. By default a router will drop a packet that it doesn’t know the destination network for in
the routing table.

2. C. Static routing is the type of routing that allows you to give a router manual routing
information.

3. A. True. Administrative distance is the value that allows a router to determine which
routing data is the best.

4. B. The default AD for an EIGRP summary route is 5.

5. D. A floating static route is a type of route that is used as a backup route and has a higher
AD than a dynamic routing protocol that is running for the link.

6. B, C. Dynamic routing protocols are broken into Exterior and Interior Gateway protocols.
7. C. EIGRP is the protocol that is considered to be an Advanced Distance Vector Protocol.

8. B. The routing mechanism that prevents information from being sent back in the source
direction is split horizon.

9. C. The default update timer for RIP is every 30 seconds the routing table will be sent out.

10. C. The command to configure RIP for version 2 operation must be done under the routing
protocol configuration mode.
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IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Explain the functions and operations of EIGRP (e.g., DUAL)
v Configure EIGRP routing (e.g., stub routing, summarization)

v' Verify or troubleshoot EIGRP routing configurations



In this chapter, I delve into the one of the most unique routing
protocols that you will ever configure. Enhanced Interior Gate-

: way Routing Protocol (EIGRP) is a Cisco-proprietary protocol
that offers capabilities and features far beyond the normal distance vector family from which
it came. It does this by employing features from link state routing protocols. It has features
from both distance vector and link state protocols.

EIGRP has many features and capabilities to offer. I discuss the messages the routers
exchange using EIGRP and show you how they differ from other protocols. EIGRP has the
ability to not only load balance across equal cost paths like other protocols but it can do so
across unequal cost paths. Then, you learn how to configure EIGRP and make sure that it
is operating correctly and efficiently.

? For up-to-the-minute updates on this chapter, check out www. sybex.com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

EIGRP Terms and Features

Some of the key capabilities that make EIGRP stand out from other routing protocols
include:

=  Fast convergence
= Variable-length subnet masking (VLSM) support
= Partial update capability

= Multiple network layer protocol support through the use of Protocol Dependant
Modules (PDMs)

I am sure that you have heard those terms before. I would like to look at some of the
other advanced things that you can do with EIGRP—things you can’t do with most other
protocols:

= Performing unequal-cost load balancing
= Configuring the stub router
= Performing WAN link optimization

= Changing the metric calculation
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Before we can do all of these very cool things, I have to go through how EIGRP works
and the processes it uses to perform tasks. First, I take you through all of the terms associ-
ated with EIGRP so that you can understand the functions as we progress through them. It
is also important to understand the tables where EIGRP information is stored, and the mes-
sages types used to send the information from the tables back and forth to other routers.
Not to worry, I discuss the full operation of EIGRP in the following sections.

EIGRP Capabilities

Very similar to Interior Gateway Routing Protocol (IGRP), EIGRP is pretty easy to config-

ure and you can use it with a variety of network topologies and types. As I told you, EIGRP
includes some link state features, such as dynamic neighbor discovery, which makes EIGRP an
advanced distance vector protocol. However, it is called a hybrid protocol because EIGRP uses
the Diffused Update ALgorithm (DUAL). Each router calculates the routing information for
all neighbors to use, much like a standard distance vector protocol does. The DUAL feature of
EIGRP provides rapid convergence and the guarantee of a loop-free topology at all times. Here
are the features and capabilities of EIGRP.

Fast Convergence An EIGRP router stores a list of all its neighbors in a neighbor table.
Then, it stores all of the neighbors’ routes in a topology table. Based on that information, a
routing table is built, allowing each router to quickly adapt to changes in the network and
have alternate routes. I discuss the different kinds routing information in just a bit. If there
is a change to a destination route and a suitable replacement route doesn’t exist, EIGRP
queries its neighbors to discover an alternate route. These queries propagate through the
network until an alternate route is found.

VLSM Support EIGRP is a classless routing protocol, which means in its routing
updates the subnet mask for each destination network is advertised. Since the subnet
mask is advertised in every routing update, EIGRP can support discontiguous networks
and VLSM in the internetwork. By default, routes are automatically summarized at class-
ful network boundaries.

Partial Updates Unlike RIP and IGRP, which send periodic updates, EIGRP sends par-
tial triggered updates. A triggered update is an update that is sent out when the path or the
metric changes for a route. These partial updates only contain information about the route
or routes that changed. Because one of EIGRP’s goals is to always conserve the amount

of bandwidth that is used, the partial updates are only sent to the routers that need to be
updated with the information. This is different even from the link state protocols that I
discuss in the next chapter, but for now know that link state routers send their updates to
all of the other link state routes even if they don’t need the information.

Multiple Network-Layer Protocol Support EIGRP can support IP, AppleTalk, and Internet
Packet Exchange (IPX) with things called Protocol Dependent Modules (PDMs). These PDMs
make it possible for EIGRP to provide the necessary communication to each of the associated
network layer protocols. This may be especially beneficial to you when the need arises to route
more than just IP. It can decide which routing protocol is easier to use if that is the case.
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Seamless Connectivity One great feature of EIGRP is that it makes the configuration easier
for you. It does not require a different or special configuration depending on the data link
protocol or connection that is being used. Open shortest path first (OSPF), for instance,
requires you to configure connections differently based on the Layer 2 media type. For
example, when a network uses OSPF, an Ethernet connection must be configured differently
than a frame relay connection. EIGRP can operate on either a LAN or WAN connection.
For example, supporting WAN types like point-to-point links and non-broadcast multi-
access (NBMA) topologies is automatic for EIGRP and doesn’t require a separate configu-
ration like in OSPF. I also show you EIGRP’s ability to configure a limit for the amount of
bandwidth that may be used on a specific WAN link. I cover this more in the coming sec-
tion, “Using EIGRP over WANs.”

Sophisticated Metric EIGRP uses the same algorithm for metric calculation as IGRP

but represents values in 32-bit format unlike the 16-bit form that IGRP uses; this gives the
value more granularity or separation between path values. There will be a full discussion
on metric calculation coming up in the metric section.

Unequal Metric Load Balancing EIGRP support for unequal metric load balancing allows
you to better distribute or direct the flow of traffic over links in the network.

Multicast and Unicast EIGRP uses multicast and unicast, rather than broadcast like
RIPv1 and IGRP. The multicast group address used by EIGRP is 224.0.0.10.

Neighbor Discovery/Recovery Mechanism With the use of Hello packets, routers can
dynamically learn about the routers that are on their directly connected networks. Routers
can also then discover when a neighbor router becomes unreachable or goes down. As long as
a router continues to receive hello packets from its neighbor router, the neighbor is assumed
to be functioning and the exchange of routing information should be possible.

RTP The reliable transport protocol (RTP) is responsible for ensuring the guaranteed,
ordered delivery of EIGRP messages to all neighbors. It provides support for either multicast
or unicast packets to be transmitted. For efficiency and bandwidth reasons, only specific
message types are transmitted reliably. Not all of the messages have to be acknowledged.

DUAL Finite State Machine DUAL is the no kidding decision maker for all the route
processing that happens in EIGRP. DUAL keeps track of all the routes that the neighbors
advertise and uses the metric (which by default is a calculation of bandwidth and delay) to
select loop-free paths to all destination networks.

Terms

Understanding the primary EIGRP terms is essential to understanding the way EIGRP
operates. Some terms, such as successor and feasible successor, provide specific routing
information for each given destination. Other terms, such as advertised distance and feasi-
ble distance, provide information about the metric or cost values that are used to determine
which route is the best for an individual network.
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@ Real World Scenario

Future Tech’s R&D EIGRP Routing

Let's take a look at a real world application that should help you understand these terms
just a little better and see what happens when EIGRP routers share routes to one another.
The FutureTech headquarters has many switch blocks in the headquarters portion of the
network. Each floor in each of the physical areas of the buildings has at least one switch
block. One floor in the building has multiple research and development (R&D) groups.
Due to the large number of people in these groups and the different kinds of systems they
have connected to the network, there are two switch blocks located here. Each switch
block has redundant routers that connect the switch block to the core of the network. So,
with these two switch blocks, there are four routers that are connected to two core layer
routers, as shown in Figure 5.1.

FIGURE 5.1 FutureTech Headquarters R&D EIGRP Routing
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Figure 5.1 shows you all of the connections that would really exist in a production net-
work. You can see that each of the distribution routers has a redundant connection to a
separate core layer router. This is how a routed or Layer 3 core would look and | discuss
how it will behave. As | go through more EIGRP explanations, | come back to this dia-
gram. For some of the specific examples to amplify a specific point, | modify the diagram
slightly—not to change how the production network would look or operate but to make
the discussion more clear. | build the smaller specific points back into this whole produc-
tion network example.
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EIGRP’s routing algorithm, DUAL, uses many different types of distance information to
find or calculate the metric (sometimes called cost). The metric that EIGRP uses is referred
to as a composite metric because by default it is calculated using two different values. Band-
width and delay of the line are the default values. All of this is done so that the best route
can be selected efficiently and to ensure the routes to be used are all loop-free paths.

Let’s take a look at a list of the terms.

Advertised Distance (AD) The cost between the next hop or neighbor router and the
destination network.

' Both advertised distance and administrative distance are abbreviated with
P the letters AD. Be careful to not get them confused.

Feasible Distance (FD) The cost from the local router to the destination network. It is a
sum of two distance costs. The first value in the calculation is the cost between the local
router and the router that advertised the network. The second value is the cost that was
actually advertised to the router for the network—meaning there is an associated cost from
the local router to the next hop router, and that next router already told the local router
what its cost was to the destination network. When the two values are added together, the
total cost for the local router to the destination network is found.

Best Route The route or path with the lowest cost or FD to the destination.

Successor Also called current successor, this is the next hop router that has the lowest-cost
and loop-free path to the destination.

Feasible Successor A feasible successor is a backup router with a loop-free path. There is
a requirement for a router to be considered a feasible successor—the AD of the feasible suc-
cessor must be lower than the FD of the successor router.

Now, look at Figure 5.2. Notice that I removed the redundant links between the distri-
bution routers and the core routers. Figure 5.2 shows you the costs and paths a router will
use when there are distinctly different routes to a destination network.

FIGURE 5.2 EIGRP Route Propagation
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I want you to look specifically at the directly connected networks of the distribution
routers. That way you can see how each of the terms that I already discussed comes into
play in the FutureTech R&D network. So, I will start with the RnD routers’ propagating
their routes to their neighbors.

Every network has a cost associated with it, even a directly connected network. By
default, a directly connected FastEthernet interface has a cost of 28160 in EIGRP. You can
start to see that the cost values in EIGRP are going to be quite high. Large numbers are
used on purpose; they allow you finer levels of granularity for cost comparisons between
routes. For this example, I use artificially low numbers—just for the sake of easily calculat-
ing the costs.

In order for RnD1 to send a packet from itself across the internetwork to subnet
10.10.40.0/24, it must determine the best path to that subnet. A quick glance at Figure 5.2
shows that the subnet is connected to RnD4. You also can see that there are two paths
RnD1 could take to RnD4. One path runs through Corel, Core2, and finally to RnD4. The
other path runs through RnD2, Corel, Core2, and finally to RnD4. Both routes get you to
RnD4 so your packet can be delivered to the directly connected network 10.10.40.0/24. But
which is best?

To calculate the path costs for each route, you must start back at RnD4, the router
that started the propagation of the network information. Here are the steps the routers go
through to get the route information to RnD1.

Using AD and FD to Calculate Route Costs

These are the steps to generate the routes from RnD4 to Core2, Corel, and RnD2. (Remem-
ber, 'm assigning artificially low cost numbers to make the calculations easier.)

1. RnD4 has a cost of 10 for being connected to the network. When RnD4 sends this
information to Core2, it is advertising this distance. Therefore, this cost is called the
advertised distance (AD).

2. When Core2 receives the route, it must add to the AD the cost of getting to RnD4 from
itself. This cost is an additional 10, making its FD 20 total.

3. Core2 then takes its new FD and advertises it to Corel. The AD sent to Corel is 20.

Corel now does the same thing Core2 had to do. It must add to the AD its cost to get
to Core2. This cost is an additional 10. Corel now has a FD of 30.

5. Corel must now advertise its new route to all of its neighbors. It takes its FD of 30 and
sends it to RnD1 and RnD2. The AD sent to them is 30.

6. RnD1 will then receive the route, and add to that AD the cost to get to Corel, which
makes the FD of this route 40.

7. RnD2 will also receive the route from Corel, and add to the AD a cost of 8, making
its FD 38.

RnD2 must then advertise the route to its neighbor, which in this case is an AD of 38.

RnD1 will receive the route from RnD2 and have to add to it the cost of getting
to RnD2. This will make the route’s FD 48.
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10. RnD1 must now evaluate the routes that it has to the destination network 10.10.40.0/24.
The router determines the best route by looking at FD of each of the routes; the route
with the lowest FD is the best route.

Every router in the network will go through a similar process to determine the best route
for each destination network. At that point, all of the routers would have their own feasible
distance (FD) for each path to every destination network.

Selecting Successor and Feasible Successor Routes

Now that RnD1 has both of the possible routes through the internetwork to network
10.10.40.0/24, it can make its decision about which path is the best route. RnD1 in this case
will make the path to Corel the best route. Since the route through Corel has the lowest FD,
it is the best route and Corel becomes the successor. Remember that a successor is the neigh-
boring router that advertised the best path to the local router. The successor router or route is
copied into the routing table.

The route through RnD2 has higher FD, so it is not the successor. Now I show you how
to see whether or not the route through RnD2 is a feasible successor. The rule for a feasible
successor is this: If a potential feasible successor route has a lower AD than the FD of the
current successor route, it qualifies as a feasible successor. So let’s check.

The AD of the route through RnD2 is 38, and the FD of the successor is 40. This means
that the route through and RnD2 qualifies as a feasible successor route and router

As defined by Cisco, the neighbor router itself is the successor or feasible successor,
not the route. But successors and feasible successors are often explained and examined as
though they were the route. So, now you know how to find what successors and feasible
successors are and what name to give the router and the routes.

Concept: Feasible Successors

To be a feasible successor, the AD of the potential route must be lower than the FD of the
successor route. This is a very important point because the concept will be used again
later as | tell you more about EIGRP.

If the route through RnD2 did not have an AD lower than the FD of the successor,
it would not have been a feasible successor. This makes a difference in the operation of
EIGRP in the event of a failure. For example, let’s say the route through Corel was to go
down. If there is a feasible successor, then EIGRP can immediately place that feasible suc-
cessor route in the routing table. It can do this because, by meeting the feasible successor
requirement, a route is proven to not cause a network loop.

If there is no feasible successor route, then the router must go through something called
the query process. This process determines whether a loop-free route exists and can be put
in the routing table. I discuss the query process later in this chapter, in the “Tables” section.
I also cover query messages in the next section.
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Message Types

I have told you about a few of the EIGRP messages and what they are used for, but now
let’s take a look at all of the messages that EIGRP uses. I also will go through how EIGRP
sends each of the packets and the reasons for sending them.

Hello Hello packets are required for neighbor discovery. The packets are sent as multi-
casts and do not require an acknowledgment. Hellos are sent out periodically based on the
hello timer or interval.

Update Routers use update packets to propagate routes and changes to routes to neighbor-
ing routers. Update packets are sent reliably to only the routers that need the information.
The updates can be sent as a unicast to a specific router or as a multicast to multiple routers
that might be on a network.

Query When a router loses a route and has to calculate or go “active” for a destination that
does not have a feasible successor, it must send a query packet to all of its neighbors. The
query determines whether any neighbor has a feasible successor for the destination. Queries
are usually sent as multicasts but can be retransmitted as unicast packets in certain cases.
Query packets are sent reliably and must be acknowledged because if a reply is not received,
then a retransmission will be sent. RTP has a built-in function that tells the neighbor the
query must be acknowledged.

Reply A neighbor router sends a reply packet in response when a query packet is received.
Replies are unicast reliably to the originator of the query.

ACK The acknowledgment (ACK) packet acknowledges update, query, and reply
packets. ACK packets are unicast hello packets and contain a nonzero acknowledgment
number.

Now I want to go through how each of these packets works a little more. When routers are
connected to a multi-access network that has multicast capabilities, such as Ethernet, it is a
huge waste to send hello packets reliably to all neighbors individually. So instead, EIGRP sends
a single multicast hello packet. The packet contains an indicator that informs the receivers that
the hello packet does not need to be acknowledged. Other types of packets, such as updates,
include an indicator that acknowledgment is required. Another benefit of RTP is a feature
that allows multicast packets to be sent quickly, even when there are unacknowledged pack-
ets pending. This helps ensure that convergence time for the network remains low even when
there are links with different speeds.

Using Messages to Establish Neighboring Routes

The full process for establishing and discovering neighbor routes occurs simultaneously in
EIGRP. Let me show you what would happen in when a new router is added to FutureTech’s
R&D network.
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@ Real World Scenario
Atlanta Moves In

An entire group of engineers just moved to headquarters from the Atlanta field office. To
accommodate the new traffic, a new router (RnD5) is brought up. Figure 5.3 shows the
messaging process that takes place as RnD5 learns about its neighbors and is added to
the routing tables in the existing RnD2 router.

FIGURE 5.3 Neighbor Establishment
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1. The new router (RnD5) comes up on the link and sends a hello packet out all of its
interfaces that are configured for EIGRP.

2. Routers on any of those networks receive the hello packet (for this example, let’s look
at the interaction with RnD2) and reply with update packets.
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The update packets contain all the routes that existing routers have in their routing
table. The rule of split horizon is enforced, preventing the routes learned on the inter-
face from being sent back out the same interface. Even though RnD2 sends an update
packet to RnD5, a neighbor relationship is not formed until RnD2 sends a hello packet to
RnD5. The update packet RnD2 sends has something called the initialization bit set; this
bit indicates the start of the initialization process. The update packet not only includes
the routes that it is aware of but also includes the metric that it has for each destination.

3. When both routers have exchanged hellos, the neighbor adjacency is established,
and RnD5 then replies to RnD2 with an ACK packet. This indicates that the route
information has been received.

4. RnD5 then puts all of the route information from all the update packets in its topology

table. RnD5 learned that RnD2 and Core1 are neighbors, but RnD5 also could have
received updates from any number of routers that received hello messages. The
topology table includes all destination networks advertised by neighbor or adjacent
routers. There is a listing for each destination and, for each destination, there is an
entry for all the neighbors that can be reached through that destination and associ-
ated metrics.

5. The next step is for RnD5 to update RnD2 and any other neighbors with the destina-
tions that it now knows. This is done by sending update packets to RnD2 and Core1
or any other neighbors it has.

6. When RnD2 and Core1 receive the update packet, each router must send an ACK
packet back to RnD5.

After RnD1 and RnD2 successfully receive the update packets from each other and their
topology tables are updated, each router is ready to update its routing table with the
successor routes from the topology table. Again, a successor route is the best route to a
given destination. A new route would be added for any new destinations and possibly an
updated route for a destination that now has a better path.

Tables

Now I explain the significance of the tables the EIGRP makes and maintains. Earlier in this
chapter, I told you that EIGRP builds three tables very similar to OSPF and other link state

routing protocols: the neighbor, topology, and routing tables.

Neighbor Table The neighbor table contains a list of all the routers that can be found and

are known as adjacent routers. The table also contains reachability information through

hold timers and also information RTP uses.
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Topology Table The topology table is built and maintained through the use of update pack-
ets. The topology table is a list of all the routes to every destination that have been learned.

Routing Table Finally, the routing table lists the best routes or paths to every destination
network.

Now I want to show you how you can use this information to understand what EIGRP
is doing and how you can make it run better for your network.

Neighbor Table

When a router first gets turned on or the EIGRP process enabled (the more likely situation), it
begins by sending out an EIGRP Hello packet. The router will also discover other routers or
neighbors by listening for Hello packets that other routers will be sending out. In order for a
router to truly have an adjacent neighbor, it must see itself in the neighbor’s Hello packet.

When a local router forms an adjacency with a new neighbor, it records the neighbor’s
address and the interface through which it can be reached as an entry in the neighbor table.
The router keeps a separate neighbor table for each network layer protocol or PDM.

Every router includes an advertisement of the hold time it is assigning to its neighbor
routers when they send a hello packet. The hold time is the amount of time that a router
waits for a response before deciding that a neighbor is not operational. I think of it as one
of those annoying little egg timers and you don’t want it to go off. If a new hello packet
is not received to reset the hold timer before it expires, then when the timer runs out, the
DUAL process is told there is a change. In this case, the change would be that a router is
no longer a neighbor and any networks that were known through that router will have to
have found a different path. The neighbor table also keeps track information that allows it
to communicate reliably with each neighbor. I mentioned earlier that EIGRP uses reliable
transport protocol (RTP) to reliably transport many of its messages. In order to keep track
of those packets, sequence numbers, queued packets, and round-trip timers are stored in
the neighbor table. For example, by storing the last packet’s sequence number, an EIGRP
router can determine whether an out-of-order packet is received and what the last packet
sequence number was. A transmission list is also stored in the neighbor table. Using this
information, the router knows when a packet needs to be retransmitted. Finally, the round-
trip timers are stored so that the interval at which the packets are resent can be modified if
it takes a long time to receive the answers.

Topology Table

Now you will remember that when a router was added to accommodate the new engineers
moving to the FutureTech headquarters building, that new router (and all the other routers
in the EIGRP network) had to update the topology table as routes became known. Update
packets were used to populate the table.

The topology table is a complete list of all destination networks that are advertised and
learned from neighbor routers.

At this point, it is important to note that EIGRP uses a rule to prevent loops from forming
in the network, for example, when the RnD3 router came up as the new router, and its new
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neighbor, RnD2, advertised routes that helped RnDS5 populate its topology table. Here’s where
the rule comes in: RnD2 could only advertise a destination network that it was already using
as a route or path to forward packets. This rule is strictly followed by all distance vector pro-
tocols and prevents suboptimal paths from being advertised and used by other routers.

The topology table is the repository that a router uses to store all the routing information
it knows for the internetwork. So, RnD1 (see Figure 5.2) keeps all the routes learned from
each of its neighbors, in this case RnD2 and Corel. For each of the destination networks
learned, a router stores the metric (the AD) that the neighbor advertises. Remember that the
AD is the metric or cost for the neighbor router (RnD2 or Corel) to use to get to the destina-
tion network. Each router also stores its own metrics (the FD) for reaching the destinations
via its neighbors. The FD is the cost for the local router to reach the neighbor router plus the
neighbor’s metric (AD) to reach the destination.

A couple of different circumstances would trigger an update to the topology table. First,
a router can have direct knowledge of changes in the network, such as a directly connected
route or interface coming up or going down. Second, a neighboring router sends a change
for a route because it had a route or interface come up or go down. Take a look back at
Figure 5.2. RnD1 can learn about changes from RnD2 or Corel, since they are the neigh-
bors. The change may not have occurred directly on RnD2 or Corel, though. Maybe, for
instance, a change happened beyond RnD2 or Corel. The change could have occurred on
Core2. If this were the case, Core2 would update Corel, and Corel would update RnD1
and RnD2. The point is that all changes originate from a router that has direct knowledge
of the route or interface that changed.

Now that the router has routes in the topology table, it keeps track of each destination
with one of two states: active or passive. In the passive state, the router isn’t recomputing
anything for the route. If a route is in the active state, then the router is actively recomputing
or finding a path to the destination. Passive state is the state that the router wishes to have
all of its destinations in. This is where the feasible successor that I mentioned before comes
into play. If there is a feasible successor available, a destination doesn’t have to go into the
active state and avoids a recomputation. This is because a feasible successor is a verified
loop-free path that can be immediately used reach to the destination.

So, what happens when a route goes down and there is no feasible successor? Well,

a recomputation occurs; the router has no alternate route that it can automatically use.

A router initiates the recomputation by sending a query packet to each of its neighbors.
Remember I said that each neighbor has a transmission list and is keeping track of all the
packets that are sent to it. The query process works like this then: When a router receives
the query and has a good route for the destination, it sends a reply packet giving the path
information. If the neighbor router does not have a route, it sends a query packet to its
neighbors. This process continues through the internetwork until routing information is
found or it is verified that no other route exists. Each of the routers who successively sent
the query also placed their route in the active state. As long as the destination is in the
active state, a router cannot change the destination’s routing table information. Only after
the router has received a reply from each neighboring router can it do anything with the
destination. When a router receives replies from its neighbors, the topology table entry for
the destination can be taken back to the passive state. Once in the passive state, the router
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has all the route information for that destination and can select a successor, which it knows
now is loop free.

What happens when a reply is not received from a neighbor? If a query has to be retrans-
mitted because an acknowledgment was not received, then the route goes into a state called
stuck-in-active (STA). You don’t want this condition on your router. If a route is still in STA
when the active time expires (about 3 minutes), then the neighbor that did not acknowledge
the query is restarted and goes through a reset state. All of the routes that are known from
that neighbor are flushed as well, creating more overhead on the routers.

Routing Table

Once a router has all of the routing information from its neighbors, then it can begin to
choose the routes that it will use for forwarding data. A router looks in the topology table
and goes through each of the destination networks. For each of the destinations, it compares
all FDs to reach that specific network and then selects the route with the lowest FD. That
route with the lowest FD is the best and designated the successor. The successor route is cop-
ied into the IP routing table. The successor route is stored in both the topology table and the
routing table. When the route is copied, it takes the form of a route in the routing table. All
of the associated information for that route is copied. The FD for the chosen route becomes
the EIGRP routing metric to reach that network in the routing table. If the default adminis-
trative distance has not been changed, then the default is added with the route. If it has been
changed, then the new modified value is used. The interface from which it was learned is
placed with the route.

Enabling EIGRP

Now that I have gone through some of the basics of EIGRP, it is a good time to look at
how you can enable or turn on EIGRP. I take you through some basic setup and then some
specific configurations might find useful in your network. I use my test network to show
you how to configure a few routers to make sure all the routes pass and can send traffic
across the network. Follow along using your own test network.

Later in the chapter I show you a few other specific examples, showcasing different areas
of the network that might require special configurations. That discussion will follow the
features in “Improving EIGRP Operations” section.

I start off on RnD1 in my test network. I want to go through the basic configuration of
EIGRP on a single router. Then I will go to RnD2-RnD 4, Corel, and Core2, add configu-
rations, and form a test network.

Autonomous System Numbers

On RnD1 then, I am going to log in and move to global configuration mode. From global
configuration mode, I can execute the router eigrp command. This command enables
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and starts an EIGRP routing process on the router. The router eigrp command includes
an additional parameter that we did not see in either version of RIP configuration, the
autonomous system (AS) number. An AS is a collection of networks that is administratively
controlled by the same organization. For example, ISPs have AS numbers assigned to them
to identify their network to the rest of the Internet. Large organizations and educational
institutions like colleges may also have an AS number assigned to them.

The AS number identifies the process of EIGRP running on the router, as well as the
AS the router belongs to. The AS number must be the same on all routers that you wish to
allow to share routing information. If you accidently put a router into a different AS, then
the other routers will treat it like it is in a different network. Routers in one AS will not
share routing information with routers in a different AS.

Concept: AS Numbers

AS numbers are assigned from ARIN much the same as IP address ranges are. The possible
range for an AS number is between 1 and 65535. The numbers between 1 and 64511 are
reserved for public use, meaning they are the numbers assigned to ISPs and organizations.
The numbers between 64512 and 65535 are private numbers and can be used for internal
networks that do not advertise it to the Internet. For the purposes of this book, we use num-
bers from the private range so that a number is not used that someone may own and use
on the Internet. EIGRP AS numbers shouldn’t be advertised to the Internet anyway, so in
reality, you could use any number. This policy only applies to IPv4 and IPv6, since they are
the only ones being publicly routed. You will see why this matters in Chapter 7, “Exterior
Gateway Protocols” when | talk about BGP.

With that said, the entire command to enable EIGRP on a router is router eigrp
[as-number]. Again, this enables the routing process on the router. At this point, the
EIGRP is not aware of any networks or interfaces. It cannot route packets. Now, think
about how to tell EIGRP which interfaces and networks are to be routed. This is done
with the network command. The network command can be configured a couple of differ-
ent ways in EIGRP. I show you both of them. For this example, take a look at Figure 5.4.
I use this diagram to move through all the steps as I have you configure the test network.
You will configure quite a bit of the network now. This way, everything will be set up
when I take you through other features of EIGRP later in the chapter.

Configuring EIGRP on a Router

Let’s take a look at configuring RnD1. I have already put the IP addresses on the router. I
show you what they are and how to configure EIGRP.
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FIGURE 5.4 EIGRP Test Network Configuration
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Here is the result of a show ip interface brief command from RnD1 so that you can

see the configured IP addresses.

RnD1#sh 1ip interface brief
Interface IP-Address  OK?
FastEthernet0/0 10.0.0.6 YES

FastEthernet0/1  10.1.0.1 YES
Serial0/0/0 unassigned  YES
Serial0/1/0 unassigned  YES
Loopback0 10.1.1.1 YES

Method
manual
manual
unset
unset
manual

Status

up

up

administratively down
administratively down

up

Protocol
up

up

down
down

up

The following is the EIGRP configuration FutureTech placed on RnD1 to start with.

RnD1(config)#router eigrp 65000

RnD1 (config-router)#network 10.1.1.0
RnD1 (config-router)#network 10.1.0.0
RnD1 (config-router)#network 10.0.0.0

A network statement was entered for each of the networks that existed on an interface
for RnD1. What will the configuration look like when you look in the running configura-

tion? Let’s look.

RnD1#sh running-config

Building configuration .

Current configuration : 779 bytes
1

version 12.4
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service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption

!

hostname Routerl

[output cut]

router eigrp 65000

network 10.0.0.0

auto-summary

Controlling Interfaces Placed in the Routing Process

Why is there only one network command listed in the configuration? Well, it is because I
configured it that way. The network command that I used is a classful network configura-
tion command, so the router automatically puts only the classful network into the configu-
ration. That isn’t the worst part of this situation. Since I used that classful command, all
the interfaces that fall into that network range have been placed into the EIGRP routing
process. All of the interfaces being placed into the process means that that the router will
discover neighbors and exchange routing updates on all those interfaces. That isn’t always
bad, if you want all the interfaces to belong to the routing process. But if there is even one
interface that you don’t want included, then it could be a problem. For instance, if one of
the interfaces is connected to a service provider, you wouldn’t want that interface to share
routing updates with the service provider router.

So, let’s take a look at how you can use the network command to control which interfaces
are placed into the routing process. Here is the configuration I used to specifically add each
interface to the process.

RnD1 (config)#router eigrp 65000

RnD1 (config-router)#network 10.0.0.4 0.0.0.3
RnD1 (config-router)#network 10.1.0.0 0.0.0.3
RnD1 (config-router)#network 10.1.1.0 0.0.0.255
RnD1 (config-router)#no auto-summary

You can now see that I added each of the interfaces networks individually and included
a wildcard mask in the configuration. This allows only the interfaces with the networks
specified in the commands to be placed in the routing process.

I am going to move on and configure the rest of the network so it is ready when you need
it for the rest of the exercises in chapter. The two core devices are the multilayer switches
that were described in the test network (Corel and Core2). In my test network, they are
3560 series switches. Each of the other four RnD routers are true 2811 routers.
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Alert

At this point you may be getting an alert on your RnD1. You will if you have a test network
set up just like mine and there are no configurations on your switches. The alert may look
something like this.

IP-EIGRP(Default-IP-Routing-Table:65000): Neighbor 10.0.0.6 not on common subnet
for FastEthernet0/1

IP-EIGRP(Default-IP-Routing-Table:65000): Neighbor 10.1.0.1 not on common subnet
for FastEthernet0/0

The reason for this alert is that you have two interfaces on the router with different
IP addresses that are communicating to one another and the router knows the interfaces
should not be communicating.

How are they communicating? Well, at this point fa0/0 of RnD1 is connected to Core1

and fa0/1 is connected to Core2. On the switch side, all of the interfaces are in the default
VLAN 1 and the switches have created a default trunk between each other for the traffic
to pass across. That is how.

Now | need to show you how to fix this issue. Go onto the switches and make each of the
interfaces that connect to the routers a routed port. Let’s take a look at that configuration
on Core1 (Switch1).

Corel(config)#interface range fa0/1 - 2
Corel(config-if-range)#no switchport

That is all it takes. Now each of those ports is a routed port that can have an IP address
configured on it, and you should have seen the alerts stop on your router as well. | only
made the two ports routed ports so that we can use the other interfaces between each
pair of routers in the switch block.

Since you are already on the Corel switch, go ahead and configure the IP addresses on
each of the interfaces. Routed ports on a switch are configured just as if they were routed
ports on a router. Just like this:

Corel(config)#interface fa0/1

Corel(config-if)#ip address 10.0.0.5 255.255.255.252
Corel(config-if)#no shut

Corel(config-if)#interface fa0/2

Corel(config-if)#ip address 10.0.0.9 255.255.255.252
Corel(config-if)#no shut
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Configuring EIGRP on a Switch

Let’s finish configuring the rest of the things that are needed on Corel. You have to turn
on routing; don’t forget routing isn’t enabled by default on a switch. The interface that con-
nects to Core2 (fa0/20) needs to be configured, as well. Then EIGRP routing for AS 65000
needs to be enabled using the specific network and wildcard mask combinations. Use the
no auto-summary command to tell the router not to automatically summarize the network
routes at the classful boundaries. In order to take full advantage of the classless features
and see all of the subnets in the routing table, the no auto-summary command is required.

Corel(config-if)#interface fa0/20

Corel(config-if)#no switchport

Corel(config-if)#ip address 10.0.0.1 255.255.255.252
Corel(config-if)#no shut

Corel(config)#ip routing

Corel(config)#router eigrp 65000
Corel(config-router)#network 10.0.0.0 255.255.255.252
Corel(config-router)#network 10.0.0.4 255.255.255.252
Corel(config-router)#network 10.0.0.8 255.255.255.252
Corel(config-router)#no auto-summary

Make sure that there aren’t any other ports that go between the core devices that might
create trunks and pass traffic that you don’t want passed. Put port fa0/3 and port fa0/4 into
their own VLAN. I have you do this so that Router3 and Router4 (on their fa0/0 ports) are
only connected to each other and nothing else.

Corel(config)#int range fa0/3 - 4
Corel(config-if-range)#switchport
Corel(config-if-range)#switchport access vlan 3
% Access VLAN does not exist. Creating vlan 3

Configuring the Rest of the Network

Now I want you configure Core2 (Switch2). The configuration is going to be very similar
but with different IP addresses and networks. So, first configure the interfaces by making
them routed ports and placing IP addresses on each interface.

Core2(config)#interface range fa0/3 - 4
Core2(config-if-range)#no switchport
Core2(config)#interface fal/3

Core2(config-if)#ip address 10.0.0.13 255.255.255.252
Core2(config-if)#no shut

Core2(config-if)#int fa0/4
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Core2(config-if)#ip add 10.0.0.17 255.255.255.252
Core2(config-if)#no shut

Core2(config-if)#interface fa0/20
Core2(config-if)#no switchport

Core2(config-if)#ip address 10.0.0.2 255.255.255.252
Core2(config-if)#no shut

Next, configure EIGRP for AS 65000, and don’t forget the no auto-summary command.

Core2(config)#router eigrp 65000
Core2(config-router)#network 10.0.0.0 0.0.0.3
Core2(config-router)#network 10.0.0.12 0.0.0.3
Core2(config-router)#network 10.0.0.16 255.255.255.252
Corel(config-router)#no auto-summary

The last thing that you need to do is put the two interfaces that connect Router3 and
Router4 into a different VLAN. I used VLAN 2 in my example.

Core2(config)#interface range fa0/1 - 2
Core2(config-if-range)#switchport access vlan 2
% Access VLAN does not exist. Creating vlan 2

Now I want you to configure the other three routers, Router2, Router3, and Router4.
Here are the configurations that I used for my three routers. The configurations in the listing
that follows go right down the line in numeric order, RnD2 to RnD4.

RnD2(config)#interface fa0/0

RnD2(config-if)#ip address 10.0.0.10 255.255.255.252
RnD2(config-if)#no shut

RnD2(config)#interface fald/1

RnD2(config-if)#ip address 10.1.0.2 255.255.255.252
RnD2(config-if)#no shut

RnD2(config-if)#interface 100

RnD2(config-if)#ip address 10.1.2.1 255.255.255.0
RnD2(config-if)#no shut

RnD2(config-router)#no auto
RnD2(config-router)#network 10.0.0.8 0.0.0.3
RnD2(config-router)#network 10.1.0.0 0.0.0.3
RnD2(config-router)#network 10.1.2.0 0.0.0.255
RnD2(config-router)#no auto-summary
RnD3(config)#interface fal/1

RnD3(config-if)#ip address 10.0.0.14 255.255.255.252
RnD3(config-if)#no shut

RnD3(config-if)#interface fa0/0
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RnD3(config-if)#ip address 10.2.0.1 255.255.255.252
RnD3(config-if)#no shut

RnD3(config-if)#interface 100

RnD3(config-if)#ip address 10.2.1.1 255.255.255.0
RnD3(config-if)#no shut

RnD3(config)#router eigrp 65000
RnD3(config-router)#network 10.0.0.12 0.0.0.3
RnD3(config-router)#network 10.2.0.0 0.0.0.3
RnD3(config-router)#network 10.2.1.0 0.0.0.255
RnD3(config-router)#no auto-summary
RnD4(config)#interface fal/1

RnD4(config-if)#ip address 10.0.0.18 255.255.255.252
RnD4(config-if)#no shut

RnD4(config-if)#interface fa0/0

RnD4(config-if)#ip address 10.2.0.2 255.255.255.252
RnD4(config-if)#no shut

RnD4(config-if)#interface 100

RnD4(config-if)#ip address 10.2.2.1 255.255.255.0
RnD4(config-if)#no shut

RnD4(config)#router eigrp 65000
RnD4(config-router)#network 10.2.0.0 0.0.0.3
RnD4(config-router)#network 10.0.0.18 0.0.0.3
RnD4(config-router)#network 10.2.2.0 0.0.0.255
RnD4(config-router)#no auto-summary

You can see from the routing table of RnD4 that all 11 networks that I configured are now
known by RnD4. You can even see that for network 10.0.0.12/30, RnD4 has two known
paths and they have the same metric. This means that RnD4 is equal-cost load balancing over

both paths.

RnD4#sh 1ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS Tlevel-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route

Gateway of Tlast resort is not set

10.0.0.0/8 s variably subnetted, 11 subnets, 2 masks

D 10.0.0.8/30 [90/33280] via 10.0.0.17, 00:00:38, FastEthernetO/1

D 10.0.0.12/30 [90/30720] via 10.2.0.1, 00:00:38, FastEthernet0/0
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[90/30720] via 10.0.0.17, 00:00:38, FastEthernet0/1

C 10.2.0.0/30 1is directly connected, FastEthernet0/0

D 10.2.1.0/24 [90/156160] via 10.2.0.1, 00:00:38, FastEthernet0/0

D 10.1.2.0/24 [90/161280] via 10.0.0.17, 00:00:38, FastEthernet0/1
C 10.2.2.0/24 is directly connected, Loopback0

D 10.1.1.0/24 [90/161280] via 10.0.0.17, 00:00:39, FastEthernet0/1
D 10.0.0.0/30 [90/30720] via 10.0.0.17, 00:00:39, FastEthernetO/1

D 10.1.0.0/30 [90/35840] via 10.0.0.17, 00:00:39, FastEthernet0/1

D 10.0.0.4/30 [90/33280] via 10.0.0.17, 00:00:39, FastEthernet0/1

C 10.0.0.16/30 is directly connected, FastEthernetO/1

Improving EIGRP Operations

EIGRP has a few features available that can make its operation more efficient and secure
in your network. One of the first things I want to cover is the ability to change the EIGRP
metric calculation to fine-tune the paths that data takes across the network. You will see
that it can be quite a challenge, though, to modify the metric; so caution must be used to
not make any change that isn’t well planned out and implemented uniformly.

Next, I go over manual route summarization and stub routers. Both of these features
help EIGRP limit the scope or distance to which queries can be sent on the network. Both
features can also help the CPU load on a router by limiting the number of network updates
that have to be sent between routers.

Finally, I cover two additional features that help conserve and optimize the bandwidth
used on various links in the network. Those features are load balancing and WAN link
optimizations.

Changing the EIGRP Metric

EIGRP uses the same composite metric as IGRP to determine the best path, except that
the EIGRP metric is multiplied by 256. The metric can be based on five criteria, but EIGRP
uses only two of these criteria by default:

Bandwidth The smallest bandwidth between source and destination
Delay The cumulative interface delay along the path

The following criteria can be used, but are not recommended, because they typically
result in frequent recalculation of the topology table:

Reliability This value represents the worst reliability between source and destination,
based on keepalives.

Loading This value represents the worst load on a link between source and destination,
computed based on the packet rate and the configured bandwidth of the interface.
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MTU This criterion represents the smallest maximum transmittable unit (MTU) in the
path. MTU is included in the EIGRP routing update but is not actually used in the metric
calculation.

How EIGRP Calculates Metrics

EIGRP calculates the metric by adding the weighted values of different variables of the
link to the network in question. The default constant weight values are K1 = K3 =1 and
K2=K4=K5=0.

In EIGRP metric calculations, when K3 is 0 (the default), variables (bandwidth, band-
width divided by load, and delay) are weighted with the constants K1, K2, and K3. The
following is the formula used:

Metric = (K1 x bandwidth ) + [(K2 x bandwidth) + (256 — load)] + (K3 x delay)
If these K values are equal to their defaults, the formula becomes the following:
Metric = (1 x bandwidth ) + [(0 x bandwidth) + (256 — load)] + (1 x delay)
Metric = bandwidth + delay
If K5 is not equal to 0, the following additional operation is performed:

Metric = metric x [K35 + (reliability + K4)]

Avoiding Unexpected Results

K values are carried in EIGRP hello packets. All of the K values must match between routers
for updates to be exchanged. Any mismatched K values could make a neighbor reset. (Only
K1 and K3 are used, by default, in metric compilation.) These K values should be modified
only after careful planning; changing these values can prevent your network from converg-
ing and is generally not recommended.

You should also understand that the format of the delay and bandwidth values used for
EIGRP metric calculations differs from those displayed by the show interface command.
The EIGRP delay value is the sum of the delays in the path, in tens of microseconds, multi-
plied by 256. The show interface command displays the delay in microseconds. The EIGRP
bandwidth is calculated using the minimum bandwidth link along the path, in kilobits per
second. The value 107 is divided by this value, and then the result is multiplied by 256.

Default Routing

The EIGRP default route can be created with the ip default-network network-number
command. If you configure one of your routers with this command, the router considers the
network listed in the command as the gateway of last resort and the router will announce
the network to other routers.

When you specify a network using ip default-network network-number, the router it is
configured on must be able to reach the network before it will advertise the route as a can-
didate default route to other EIGRP routers. The network specified by this command must
also be passed to other EIGRP routers so that those routers can use this network as their
default network and set the gateway of last resort to this default network. This requirement
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means that the network must either be an EIGRP-derived network in the routing table or be
generated using a static route that has been redistributed into EIGRP.

Multiple default networks can be configured; each of the downstream routers will use
the configured EIGRP metric to determine the best default route. This works just as it
would if the router were determining a route for any other network.

For example, in Figure 5.5, RnDEdge is directly attached to external network
192.168.10.0/24. RnDEdge is configured with the 192.168.10.0 network as a candidate
default network using the ip default-network 192.168.10.0 command.

FIGURE 5.5 Default-Network Command

RnDEdge sends route to RnD2

ISP 1 192.168.10.0/24
ip default-network

This network is passed to RnD2 because RnDEdge has the route configured in a network
command under the EIGRP process. The routing table for RnDEdge will not have the gate-
way of last resort set. This is because the ip default-network command does not make the
route better for RnDEdge as it is directly connected. On RnD2, the route would be learned
through EIGRP and listed as 192.168.10.0; the network is flagged as a candidate default
network—this is indicated with an asterisk (*) in the routing table. RnD2 also sets the gate-
way of last resort to the IP address of RnDEdge because that is how to reach the default
network of 192.168.10.0.

Help! 1 Can’t Remove this Default Network.

When you configure using the ip default-network command, a static route (the ip route
command) is generated in the router configuration. You won’t be told about this by the Cisco
10S software, as it does not display a message. You will only see an entry appear as a static
route in the routing table on the router on which you configured the ip default-network
command. This can be a source of confusion when you want to remove the default network.
The configuration command must be removed with the no ip route command.

Now, EIGRP and Interior Gateway Routing Protocol (IGRP) behave differently from rout-
ing information protocol (RIP) when you use the ip route 0.0.0.0 0.0.0.0 command. For
example, EIGRP does not redistribute the 0.0.0.0 0.0.0.0 default route by default. However,
if the network 0.0.0.0 command is added to the EIGRP configuration, it redistributes a
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default route as a result of the ip route 0.0.0.0 0.0.0.0 interface command (but not
as a result of the ip route 0.0.0.0 0.0.0.0 address or ip default-network command).

Summary Routes

Some EIGRP features, such as automatically summarizing routes at major network boundar-
ies, are characteristics of distance vector operation. Traditionally, distance vector protocols did
not exchange subnet masks with their routing updates. Therefore, these classful routing pro-
tocols could not assume or know what the mask was for a network that was not directly con-
nected. The classful routing protocols would summarize their routes at major classful network
boundaries. This creates smaller routing tables on the routers, and smaller routing tables mean
the routing update process is less bandwidth intensive.

A drawback of distance vector protocols is their inability to configure a summary
route that has an arbitrary bit boundary within a major network. Typically, this is desir-
able because summarizing routes creates smaller routing tables. Using an arbitrary bit
boundary is the same as saying you are aggregating or making a new summary address.
When you make a new summary address, you put a specified number of smaller routes
into a single larger route.

With EIGRP you can disable automatic summarization and create one or more summary
routes within the network on any bit boundary. You have to remember something when using
an EIGRP summary route: The summary route is obviously acting as the single indicating
route for multiple routes, which exist on the router’s interfaces. For the summary route to be
maintained in the routing table, at least one of the specific subnets that the summary identi-
fies must be in the routing table. If all of the subnets are lost from the routing table, then the
summary route will also be removed from the routing table. When you create a summary
route, its metric is the lowest metric of the specific routes contained in the summary route.

To be effective when you configure manual summarization, the blocks of contiguous
addresses (subnets) must all exist or come together at a common router or single point in
the network where the summary route can be advertised from.

Determining the Maximum Subnets in a Summary Route

The number of subnets that you can represent in your summary route is found using the dif-
ference in the number of bits between the subnet mask of the networks being summarized
and the summary mask itself. The formula is 2", where # equals the difference in the number
of bits between the summary and subnet mask. This formula defines the maximum number
of subnets can be represented by a single summary route. Let me give you an example. If the
summary mask contains three fewer bits than the subnet mask, then eight subnets (2% = 8)
can be aggregated into the one summary advertised route.

I will take that example a little further. You might have a network 172.16.0.0 and it is
divided into /24 subnets. Let’s then say that you wanted to summarize a block of eight of
those networks. The range of subnets that you want to summarize spans the eight networks
from 172.16.16.0/24 through 172.16.23.0/24. The summarization block or mask would
be 172.16.16.0/21, the difference between the /24 networks and the /21 summarizations is
three bits; therefore, 23 = 8 subnets are aggregated.
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Specifying the IP and Summary Mask

When configuring a summary route, you need to specify the IP address of the summary
route and the summary mask. This is what I just did for you in the last example. I found
the range of subnets to be summarized and then found the network address and mask that
would identify that range. Luckily for us, the Cisco IOS software built into EIGRP on a
router handles many of the details that surround proper implementation, including details
about metrics, loop prevention, and removal of the summary route from the routing table if
none of the more specific routes are valid.

Disabling Automatic Summarization

Automatic summarization is enabled by default for EIGRP. This means that EIGRP auto-
matically summarizes routes at the classful network boundary. You may not always want
automatic summarization. For example, if you have discontiguous networks, you need to
disable automatic summarization to minimize router confusion and ensure that all of the
subnets are in each router’s routing table. Disabling automatic summarization is a straight-
forward process. You only have to use the no auto-summary command, which is under the
EIGRP router configuration mode.

) An EIGRP router does not perform an automatic summarization of net-
TE works in which it does not participate.

Manually Creating a Summary Route

You can use the ip summary-address eigrp interface command to manually create a
summary route. This manual summary can be created with any bit length that is needed

at that point in the network; this type of configuration is sometimes referred to as an arbi-
trary bit boundary. Again, the caveat to the creation of a manual summary route must be
adhered to; there must be a more specific route in the routing table within the address block
that you are summarizing. Table 5.1 describes the ip summary-address eigrp parameters.

TABLE 5.1 ip summary-address eigrp Command Options

Parameter Description
as-number EIGRP autonomous system (AS) number
Address The IP address advertised as the summary address; this address

does not need to be aligned on Class A, B, or C boundaries
Mask The IP mask used to create the summary address

admin-distance (Optional) Administrative distance; a value from 0 to 255
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Controlling Query Propagation

There is one major thing left to discuss before we leave summarization. That is the ability
to help control the propagation of queries in the network. The Cisco IOS software does this
by automatically setting summary routes to interface nul110 in the routing table for auto-
matically summarized routes. This also helps to prevent routing loops. For the same reason,
Cisco IOS software also creates a summary route to interface nul10 when manual summa-
rization is configured.

For example, I used the summary address 172.16.16.0/21. If one of those networks were
to go down, then when the summarizing router receives a packet destined for the now down
subnet that is part of the summarized range, the packet will still match the summary route
based on the longest match. The packet will then be forwarded to the nu110 interface. When
a packet is routed to the null interface, it is being dropped. Null interface routing is also
called black hole routing for the same reason—whatever goes in or routed in never comes
out. This action prevents the router from forwarding the packet to a default route and pos-
sibly creating a routing loop.

Having a summary route also means that if there is no other route to that destination
network (meaning there is no feasible successor) then a query does not have to be sent out. A
query doesn’t have to be sent because the route that is actually being sent out (the summary
route) didn’t go down or change.

Stub Routers

It is common to use stub routing in hub-and-spoke network topologies. You can also use stub
routing to again limit the query scope of the network. In a hub-and-spoke topology, having

a full routing table on the spoke router serves no real functional purpose. This is because

the only path to the rest of the corporate network and the Internet is always through the hub
router. If the spoke router were to have a full routing table, the amount of memory required
would significantly be increased. You can also implement route summarization and route
filtering to conserve bandwidth and memory requirements on the spoke routers.

Typically, the connection from a hub router to a spoke router has significantly less band-
width than a connection at the network core; attempting to use the connection to a remote
router as a transit path typically results in excessive congestion. When a hub router sends
traffic, it should not use a spoke router for its transit path. The EIGRP stub routing feature
restricts the remote router from advertising the hub router routes back to other hub routers.
Using the EIGRP stub routing feature improves network stability, reduces resource utiliza-
tion, and simplifies stub router configuration.

The EIGRP stub feature was first introduced in Cisco IOS Software Release 12.0(7)T.
You only have to configure the spoke routers as stubs. The stub router then sends a special
peer information packet to all neighboring routers to report its status as a stub router. Any
neighbor that receives a packet informing it of the stub status no longer queries the stub
router for any routes. Instead, the hub router that is connected to the stub router will answer
the query on behalf of the stub router. The stub routing feature does not prevent routes from
being advertised to the remote router. This feature of not querying the stub routers is again
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one of the features you can use to limit the query scope of the network and avoid stuck-in-
active (SIA) situations.

The EIGRP stub routing feature also simplifies the configuration and maintenance of
hub-and-spoke networks. When stub routing is enabled in dual-homed remote configura-
tions, you do not have to configure filtering on remote routers to prevent them from appear-
ing as transit paths to the hub routers.

ING defined as a router connected back to the core of the network and through
which core transit traffic should not flow. A stub router should only have
hub routers for EIGRP neighbors; not setting up your network with this
restriction in mind may cause less than desirable results. The savings in
bandwidth that you wanted will no longer be realized.

@Ill EIGRP stub routing should only be used on stub routers. A stub router is
N

To configure a router as an EIGRP stub, use the eigrp stub command. A router config-
ured as a stub with this command shares information about connected and summary routes
with all neighboring routers by default.

Table 5.2 describes the parameters of the eigrp stub command.

TABLE 5.2 Stub Router Options

Parameter Description

receive-only The receive-only keyword restricts the router from sharing any of
its routes with any other router within an EIGRP autonomous system
(AS). This keyword does not permit any other option to be specified,
because it prevents any type of route from being sent. The three
other optional keywords (connected, static, and summary) cannot
be used with the receive-only keyword. Use this option if there is a
single interface on the router.

connected The connected keyword permits the EIGRP stub routing feature to
send connected routes. If a network command does not include the
connected routes, it might be necessary to redistribute connected
routes with the redistribute connected command under the
EIGRP process. This option is enabled by default and is the most
widely practical stub option.

static The static keyword permits the EIGRP stub routing feature to send
static routes. Redistributing static routes with the redistribute
static command is still necessary.

summary The summary keyword permits the EIGRP stub routing feature to
send summary routes. Summary routes can be created manually
with the ip summary-address command or automatically at a major
network border router with the auto-summary command enabled.
This option is enabled by default.
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The parameters of this command can be used in any combination, with the exception
of the receive-only keyword. If one of these keywords, except receive-only, is used
individually, then the connected and summary routes are not sent automatically.

The EIGRP stub routing feature does not automatically enable route summarization
on the hub router. In most cases, you or the network administrator should configure route
summarization on the hub routers.

If a true stub network is required, the hub router can be configured to send a default
route to the spoke routers. This approach is the most simple and conserves the most band-
width and memory on the spoke routers.

)/ Although EIGRP is a classless routing protocol, it has classful behavior
,&TE by default, such as having automatic summarization on by default. When
you configure the hub router to send a default route to the remote router,
ensure that the ip classless command is issued on the remote router.
By default, the ip classless command is enabled in all Cisco IOS images
that support the EIGRP stub routing feature.

The EIGRP stub routing feature allows a network administrator to prevent sending
queries to the spoke router under any condition. It is highly recommended that you use
both EIGRP route summarization and EIGRP stub features to provide the best scalability.

Without the stub feature, a hub router will send a query to the spoke routers if a route
is lost somewhere in the network. If there is a communication problem over the WAN link
between the hub router and the spoke router, replies may not be received for all queries
(this is known as being STA), and the network may become unstable.

Load Balancing

Load balancing is the ability of a router to distribute traffic over multiple network ports
going to a given destination address. Load balancing increases the use of network segments
and increases effective network bandwidth.

Equal-Cost Load Balancing

Equal-cost load balancing is the ability of a router to distribute traffic over multiple ports
that have or are the same metric to the destination address.

For IP, Cisco 10S software applies load balancing between a maximum of four equal-cost
paths by default. With the maximum-path router configuration command, up to six equally
good routes can be kept in the routing table. (Setting the maximum-path option to 1 disables
load balancing.)

P paths. However, in newer |OS versions that maximum has been increased
to 16. The default number of paths configured for use is still set at four, but
can be changed with the maximum-path command.

% In older Cisco 10S versions, you could only load balance over a total of six
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When a packet is process-switched, load balancing over equal-cost paths occurs on a
per-packet basis. When packets are fast-switched, load balancing over equal-cost paths
occurs on a per-destination basis. If you are testing your load-balancing configuration,
don’t ping to or from routers with the fast-switching interfaces. This is because packets
that are locally generated by the router are process-switched rather than fast-switched and
might produce confusing results.

Unequal-Cost Load Balancing

EIGRP can also balance traffic across multiple routes that have different metrics, a process
called unequal-cost load balancing. The degree to which EIGRP performs load balancing is
controlled with the variance command. By default this value is set to 1, which means that
no unequal-cost load balancing will occur.

A value from 1 to 128 can be used for load balancing in the variance command.
The default is 1, which indicates equal-cost load balancing. The variance value is simply
described as a multiplier. The value defines the range of metric values that are accepted for
load balancing by the EIGRP process. For example, I have a router that has three possible
paths to a destination network. My best path route has an FD of 5000. If I configure the
variance command to a value of 3, then the routing process would look at the other routes
in the topology table, and use the new varied metric of 15000 to determine whether there
are any additional routes to put in the routing table for use. If the FD of either of the other
routes is between 5001 and 14999, then they should be placed in the routing table. Now I
said “they should be,” so you might be asking “what is the exception now?” In order for a
route to be used in the unequal-cost load balancing process, it must be a feasible successor.
Recall, a feasible successor router passes a route that has a lower AD than the FD of the
successor or best route.

Let’s take a look at what I mean by that.

@ Real World Scenario

Unequal-Cost Load Balancing

In Figure 5.6, | have a sample network that one of my other network administrators has
been working with to learn new ways to configure a network setup for some engineers.
FutureTech’s R&D engineers need multiple paths in the network, each with different
speeds so that they can test a new security system that they are working on. This setup
is perfect for me to show you how unequal-cost load balancing works. Unequal-cost load
balancing is also useful in situations where you have multiple WAN links and you want to
use all of the paths even though they are not the same speed. From the diagram, you can
see that RnDA has three paths to get to RnDC, which is connected to network A. Network
A is the destination network where RnDA is going to send packets. RnDA must decide
which and how many paths it can use to the destination. Table 5.3 shows you a summary
of the topology table information for each of the routes to network A.
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FIGURE 5.6 Unequal-Cost Load Balancing
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TABLE 5.3 Topology Summary for RouterA

Destination Feasible Distance Advertised Distance Neighbor Router
Network A 35 15 RnDB
Network A 20 10 RnDD
Network A 35 25 RnDE

You can see from the diagram and the table that the path through RnDD is the best path. By
default, that would be the only path used because it has the best FD and there isn’t another
path with the same metric. However, if | configure variance on RnDA to a value of 2, then
there could be an unequal-cost path that could be used. Let’s figure out if that is the case.
When | change the variance to 2, the new FD for the best path is 40. The router always
keeps track of the real FD and won't pick another path to replace the real successor. It only
adds an additional path.

With the new FD, then, is there an additional path that is less than that number (40)? Yes!
You can see that both of the other routes fall below the new FD.

So are all three paths placed into the routing table? That is a perfect question. The answer

is no! Only an unequal-cost path that is a feasible successor can be used for load balancing.

Are either of the other routes feasible successors? Yes! You see that the path through
RnDA’s neighbor RnDB is a feasible successor. RnDB advertised a route where the AD is
less than the FD of the successor, since 15 is less than 20. RnDA will now place the original
route through RnDD and the new route through RnDB into the routing table.
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Using EIGRP over WANs

EIGRP operates efficiently in WAN environments. It is scalable on both point-to-point links
and on point-to-point and multipoint non-broadcast multi-access (NBMA) links. It was

the goal of EIGRP designers to have a much simpler and straightforward configuration for
WAN links than other routing protocols do. So, for instance, OSPF requires special configu-
rations depending on the topology of the WAN circuits. This doesn’t mean, however, that
there aren’t a few things for you to understand and know how to configure in order to really
make your network and WAN connections function well.

There are inherent differences in the characteristics of WAN links and how they operate.
For this reason, the default EIGRP configuration may not be the best option or setup for all
WAN links. You are gaining a solid understanding of EIGRP operation; you will also have
to have knowledge of your WAN connections and link speeds. Once you have an under-
standing of the upcoming WAN configurations, you will be able to set up and maintain an
efficient, reliable, and scalable network over WANSs.

By default, EIGRP gets to use up to 50 percent of the bandwidth of an interface or subin-
terface. EIGRP uses the configured bandwidth of the link set by the bandwidth command,
or the default bandwidth of the link (T1 speed on all serial links) if none is configured,
when calculating how much bandwidth to use. This percentage can be changed on a per-
interface basis by using the ip bandwidth-percent eigrp as-number percent interface
configuration command. In this command, as-number is the AS number, and percent is
the percentage of the configured bandwidth that EIGRP can use. You can configure the
percentage to be greater than 100 percent. This can be useful if the configured bandwidth
is set artificially low for routing-policy reasons.

Cisco 10S software assumes that point-to-point frame relay subinterfaces (like all serial
interfaces) operate at full T1 link speed. In many real world implementations, however, only
fractional T1 speeds (speeds lower than 1.544 Mbps) are used, often as low as 56 or 64 Kbps.
This can be easily taken care of by configuring these subinterfaces with the bandwidth com-
mand and setting the bandwidth to match the contracted committed information rate (CIR)
of the permanent virtual circuit (PVC). This configuration though is only that simple in the
case of point-to-point links where each subinterface can be configured for a given circuit.

When configuring multipoint interfaces, especially for frame relay (but also for ATM and
integrated service digital network primary-rate ISDN PRI), it is important to understand that
all neighbors share the bandwidth equally. This means that EIGRP will use the bandwidth
command on the physical interface and divide that value by the number of frame relay neigh-
bors connected on that physical interface to calculate the bandwidth that each of the neigh-
bors has to use. The EIGRP configuration should then reflect the correct percentage of the
actual available bandwidth on the line.

When configuring multipoint interfaces, configure the bandwidth to represent the mini-
mum CIR multiplied by the number of circuits. By using this configuration, you will not
fully use the higher-speed circuits, but it makes sure that the circuits with the lowest CIR
are not completely consumed. If the topology has a small number of very low-speed circuits,
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these interfaces are typically defined as point to point so that their bandwidth can be set to

match the provisioned CIR.

Let’s take a look at what I mean with the multipoint configuration.

@ Real World Scenario

Connecting to Remote Sites

You are a new WAN engineer for FutureTech and you are located in the headquarters build-
ing. Five remote sites are connected to the headquarters site through point-to-multipoint
frame relay connections. These sites transfer data to and from the headquarters site. (Now,
these bandwidth values that are not typical of real bandwidth values that you might pur-
chase from a service provider but, for the sake of simplicity, | am going to use them anyway.)

The headquarters site has a CIR of 1,000 Kbps; four of the sites have a CIR of 200 Kbps;
while the fifth site has a CIR of 100 Kbps, as shown in Figure 5.7. The headquarters site will
automatically allocate the bandwidth to be used by EIGRP. It does this by taking the inter-
face bandwidth and dividing it by the number of sites that are connected. In this case, each
site would be assumed to have 200 Kbps. EIGRP, then, believes that it can use 50 percent of
that bandwidth for routing data. In this case, each site could get up to 100 Kbps of routing
data. That is fine for all of the sites except the one site whose CIR only has 100 Kbps.

FIGURE 5.7 Point-to-Multipoint WAN Routing
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The best fix for this situation is to reconfigure the site with the low CIR into a point-to-
point site and allow the other sites to remain point to multipoint. If this is not possible for
some reason, then the only thing to fix the amount of routing data that would come to
that site is to change it for all of the sites. You must do this by changing the configured
bandwidth at the HQ site. This will affect the amount of routing data that is sent to all of
the sites. You must calculate this new bandwidth value by taking the site with the lowest
CIR and multiplying it by the number of sites. You are basically reverse engineering the
calculation that EIGRP will do on the interface anyway. In this case, the new bandwidth
will need to be 100 Kbps x5 =500 Kbps. This is not the optimal configuration because
you are now limiting the amount of routing traffic that can be sent to the other sites.

I also want to take you though a point-to-point configuration. The network setup will
be basically the same as the last example, but will have different bandwidths. This example
shows you the difference in how you will configure the network if the topology is different.

@ Real World Scenario

Point-to-Point Connections

The headquarters site has a CIR of 250 Kbps to the ISP and each of the five branch sites has
a CIR of 100 Kbps. Take a look at Figure 5.8. It shows you the network that | am talking about.

FIGURE 5.8 Point-to-Point WAN Routing
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Before we even get to the routing portion of this example, let’s look at the first thing that
would have probably been done in this situation. If the CIR bandwidths were to be con-
figured on the interfaces, in this case you would end up with an aggregation problem. If
each of the sites were to send their maximum 100 Kbps to the HQ site at the same time,
the HQ side of the connection would be overloaded. For this reason, the bandwidth at the
remote site would be set artificially low to 50 Kbps.

Now with this setting, EIGRP would think that it could use 50 percent of that value, which
is 25 Kbps and that could create a problem for EIGRP’s making sure that all of its traffic is
getting passed. This is how you end up with your routing issue.

As | described earlier, the ip bandwidth-percent eigrp as-number percent command
specifies the allowed maximum percentage of the bandwidth on an interface that EIGRP
can use. In this point-to-point topology, all of the virtual circuits are treated equally; the
interfaces and subinterface were configured with a bandwidth that is lower than it should
be. The EIGRP use percentage can then be raised to 200 percent of the specified band-
width in an attempt to ensure that EIGRP packets are delivered through the frame relay
network. This additional configuration allows the EIGRP packets to receive 50 Kbps of the
provisioned 100 Kbps on each circuit. This configuration restores the 50-50 ratio that was
altered when the bandwidth was set to an artificially low value.

Verifying and Troubleshooting

It is now time to look at the commands you can use to gather data about how EIGRP is
running, and (hopefully not too often) use them to help in troubleshooting when there
is a problem.

show ip eigrp neighbors

The EIGRP IP neighbor table can be displayed with the show ip eigrp neighbors command,
as shown in the output from RnD1.

RnD1#show ip eigrp neighbors

IP-EIGRP neighbors for process 65000

H Address Interface Hold Uptime SRTT RTO Q Seq
sec) (ms) Cnt Num

1 10.1.0.2 Fa0/1 10 1d0Oh 1 200 0 32

0 10.0.0.5 Fa0/0 13 1d0Oh 49 294 0 69

Table 5.4 describes the key elements from the output.
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TABLE 5.4 show ip eigrp neighbors

Column Description

H (handle) A number used internally by the Cisco |IOS software to track
a neighbor.

Address The network-layer address of the neighbor.

Interface The interface on this router through which the neighbor can
be reached.

Hold Time The maximum time, in seconds, that the router waits to hear
from the neighbor without receiving anything from a neighbor
before considering the link unavailable. Originally, the expected
packet was a hello packet, but in current Cisco 10S software
releases, any EIGRP packets received after the first hello from
that neighbor resets the timer.

Uptime The elapsed time, in hours, minutes, and seconds, since the

Smoothed round-trip
time (SRTT)

RTO

Queue count

Seq Num

local router first heard from this neighbor.

The average number of milliseconds it takes for an EIGRP
packet to be sent to this neighbor and for the local router to
receive an acknowledgment of that packet. This timer is used
to determine the retransmit interval, also known as the retrans-
mission timeout (RTO).

The amount of time, in milliseconds, that the router waits for an
acknowledgment before retransmitting a reliable packet from
the retransmission queue to a neighbor.

The number of packets waiting in the queue to be sent out. If
this value is constantly higher than 0, a congestion problem
might exist. A value of 0 indicates that no EIGRP packets are in
the queue.

The sequence number of the last update, query, or reply packet
that was received from this neighbor.

show ip eigrp topology

Another command used to verify EIGRP operations is the show ip eigrp topology com-
mand. For example, the output illustrates that Routerl has an ID of 10.0.0.6 and is in AS
65000—the EIGRP ID is the highest IP address on an active interface for this router.

RnD1#show ip eigrp topology
IP-EIGRP Topology Table for AS(65000)/ID(10.0.0.6)
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Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status
P 10.0.0.8/30, 2 successors, FD 1is 30720

via 10.0.0.5 (30720/28160), FastEthernet0/0
via 10.1.0.2 (30720/28160), FastEthernet0/1
P 10.0.0.12/30, 1 successors, FD is 33280

via 10.0.0.5 (33280/30720), FastEthernet0/0

0

1

0

0

P 10.2.0.0/30, 1 successors, FD 1is 35840
via 10.0.0.5 (35840/33280), FastEthernet0/0

P 10.2.1.0/24, 1 successors, FD is 161280

via 10.0.0.5 (161280/158720), FastEthernet0/0
P 10.1.2.0/24, 1 successors, FD is 156160

via 10.1.0.2 (156160/128256), FastEthernet0/1
P 10.2.2.0/24, 1 successors, FD is 161280

via 10.0.0.5 (161280/158720), FastEthernet0/0
P 10.0.0.0/30, 1 successors, FD is 30720

via 10.0.0.5 (30720/28160), FastEthernet0/0

P 10.1.1.0/24, 1 successors, FD is 128256

via Connected, LoopbackO

P 10.1.0.0/30, 1 successors, FD is 28160
Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

via Connected, FastEthernet0/1

P 10.0.0.4/30, 1 successors, FD 1is 28160

via Connected, FastEthernet0/0

P 10.0.0.16/30, 1 successors, FD is 33280

via 10.0.0.5 (33280/30720), FastEthernet0/0

As shown in the output, this command output lists the networks known by this router
through the EIGRP routing process. The codes in the command output are described in
Table 5.5.

TABLE 5.5 show ip eigrp topology

Code Description

Passive (P) This network is available, and installation can occur in the
routing table. Passive is the correct state for a stable network.

Active (A) This network is currently unavailable, and installation cannot
occur in the routing table. Being active means that there are
outstanding queries for this network.
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TABLE 5.5 show ip eigrp topology (continued)

Code Description

Update (U) This code applies if a network is being updated (placed in
an update packet). This code also applies if the router is
waiting for an acknowledgment for this update packet.

Query (Q): This code applies if there is an outstanding query packet for
this network other than being in the active state. This code
also applies if the router is waiting for an acknowledgment
for a query packet.

Reply (R) status This code applies if the router is generating a reply for
this network or is waiting for an acknowledgment for the
reply packet.

Stuck-in-active (SIA) status  This code signifies an EIGRP convergence problem for the
network with which it is associated.

The number of successors available for a route is indicated in the command output. In
this example, all networks have one successor. If there were equal-cost paths to the same
network, a maximum of six paths would be shown. The number of successors corresponds
to the number of best routes with equal cost.

For each network, the FD is displayed, followed by the next hop address, which is
followed by a field similar to (30720/28160), such as in the first entry of the output.

The first number in this field is the FD for that network through this next hop router,
and the second number is the AD from the next hop router to the destination network.

show ip route

To verify that the router recognizes EIGRP routes for any neighbors, use the show ip
route eigrp command, as shown in the output below. The output also shows the show
ip route command, which displays the full IP routing table, including the EIGRP routes.

RnD1#show ip route eigrp

10.0.0.0/8 is variably subnetted, 11 subnets, 2 masks

D 10.0.0.8/30 [90/30720] via 10.1.0.2, 1d0Oh, FastEthernet0/1
[90/30720] via 10.0.0.5, 1d0Oh, FastEthernet0/0

10.0.0.12/30 [90/33280] via 10.0.0.5, 23:26:05, FastEthernet0/0
10.2.0.0/30 [90/35840] via 10.0.0.5, 23:23:58, FastEthernet0/0
10.2.1.0/24 [90/161280] via 10.0.0.5, 23:22:57, FastEthernet0/0
10.1.2.0/24 [90/156160] via 10.1.0.2, 1d0Oh, FastEthernet0/1
10.2.2.0/24 [90/161280] via 10.0.0.5, 23:19:07, FastEthernet0/0
10.0.0.0/30 [90/30720] via 10.0.0.5, 1d0Oh, FastEthernet0/0

O O O O O O
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D 10.0.0.16/30 [90/33280] via 10.0.0.5, 23:21:43, FastEthernet0/0
RnD1#show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS Tlevel-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route

Gateway of Tlast resort is not set

10.0.0.0/8 is variably subnetted, 11 subnets, 2 masks

D 10.0.0.8/30 [90/30720] via 10.1.0.2, 1d0Oh, FastEthernet0/1
[90/30720] via 10.0.0.5, 1d0Oh, FastEthernet0/0

D 10.0.0.12/30 [90/33280] via 10.0.0.5, 23:26:13, FastEthernet0/0
D 10.2.0.0/30 [90/35840] via 10.0.0.5, 23:24:07, FastEthernet0/0

D 10.2.1.0/24 [90/161280] via 10.0.0.5, 23:23:06, FastEthernet0/0
D 10.1.2.0/24 [90/156160] via 10.1.0.2, 1d0Oh, FastEthernet0/1

D 10.2.2.0/24 [90/161280] via 10.0.0.5, 23:19:17, FastEthernet0/0
C 10.1.1.0/24 is directly connected, Loopback0

D 10.0.0.0/30 [90/30720] via 10.0.0.5, 1d0Oh, FastEthernet0/0

C 10.1.0.0/30 is directly connected, FastEthernet0O/1

C 10.0.0.4/30 is directly connected, FastEthernet0/0

D 10.0.0.16/30 [90/33280] via 10.0.0.5, 23:21:53, FastEthernet0/0

EIGRP supports several route types: internal, external, and summary. EIGRP routes
are identified with a D in the left column; any external EIGRP routes (from outside of this
autonomous system) would be identified with a D EX.

After the network number, there is a field that looks similar to [90/30720]. The first
number, 90 in this case, is the administrative distance. The second number is the EIGRP
metric. Recall that the default EIGRP metric is the least-cost bandwidth plus the accumu-
lated delays. The EIGRP metric for a network is the same as its feasible distance (FD) in
the EIGRP topology table. Both are used to select the best path when a router learns two or
more routes from different routing sources. For example, consider that this router also uses
RIP, and RIP has a route to network 10.0.0.12 that is three hops away. Without the admin-
istrative distance, the router cannot compare the three hops of RIP to an EIGRP metric of
33280. The router does not know the bandwidth associated with hops, and EIGRP does
not use hop count as a metric.

To correct this problem, Cisco established an administrative distance value for each
routing protocol, the lower the value, the more strongly preferred the route is. By default,
EIGRP internal routes have an administrative distance of 90, and RIP has an administra-
tive distance of 120. Because EIGRP has a metric based on bandwidth and delays, it is pre-
ferred over the RIP hop count. As a result, in this example, the EIGRP route is installed in
the routing table.
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The next field, via 10.1.0.2 in this example, identifies the address of the next hop router
to which this router passes the packets for the destination network 10.0.0.8/30. The next hop
address in the routing table is the same as the successor in the EIGRP topology table.

Each route also has a time associated with it: the length of time, perhaps days or months,
since EIGRP last advertised this network to this router. EIGRP does not refresh routes peri-
odically; it resends the routing information only when neighbor adjacencies change. You may
see this represented a little differently, depending on the length of time that the route has
been in the table. From the output, you can see there is 1d00h. This means the route has been
up for 1 day and 0 hours. You might also see 23:26:13, which means the route has been up
for 23 hours, 26 minutes, and 13 seconds. The next field in the output is the interface, Fast-
Ethernet0/1 in this case, from which packets for 10.0.0.8/30 are sent.

Notice that the routing table includes routes, to nu110, for the advertised routes. Cisco
10S software automatically puts these routes in the table; they are called summary routes.
Nu110 is a directly connected, software-only interface. The use of the nu110 interface pre-
vents the router from trying to forward traffic to other routers in search of a more precise,
longer match. For example, if the router from Figure 5.4 receives a packet to an unknown
subnet that is part of the summarized range, the packet matches the summary route based
on the longest match. The packet is forwarded to the nu110 interface (in other words, it is
dropped, or sent to the bit bucket), which prevents the router from forwarding the packet to
a default route and possibly creating a routing loop.

show ip protocols

The show ip protocols command gives information about any and all dynamic routing
protocols running on the router.

RnD1#show 1ip protocols

Routing Protocol is "eigrp 65000"

Outgoing update filter 1ist for all interfaces is not set
Incoming update filter Tist for all interfaces is not set
Default networks flagged in outgoing updates

Default networks accepted from incoming updates

EIGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0

EIGRP maximum hopcount 100

EIGRP maximum metric variance 1

Redistributing: eigrp 65000

EIGRP NSF-aware route hold timer is 240s

Automatic network summarization is not in effect

Maximum path: 4

Routing for Networks:

10.0.0.4/30

10.1.0.0/30

10.1.1.0/24
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Routing Information Sources:
Gateway Distance Last Update
10.1.0.2 90 23:19:26

10.0.0.5 90 23:19:26

Distance: internal 90 external 170

As shown in the output, when EIGRP is running, the show ip protocols command out-
put displays any routing filtering occurring on EIGRP outbound or inbound updates. It also
identifies whether EIGRP is generating a default network or receiving a default network in
EIGRP updates.

The command output provides information about additional default settings for EIGRP,
such as default K values, hop count, and variance.

? Because the routers must have identical K values for EIGRP to establish an
OTE adjacency, the show ip protocols command helps to determine the cur-
rent K value setting before an adjacency is attempted.

This sample output also indicates that automatic summarization is enabled (this is the
default) and that the router is allowed to load balance over a maximum of four paths.
(Cisco 10S software allows configuration of up to six paths for equal-cost load balancing,
using the maximum-path command.)

The networks for which the router is routing are also displayed. As shown in the figure,
the format of the output varies, depending on the use of the wildcard mask in the network
command. If a wildcard mask is used, the network address is displayed with a prefix length.
If a wildcard mask is not used, the Class A, B, or C major network is displayed.

The routing information sources portion of this command output identifies all other
routers that have an EIGRP neighbor relationship with this router. The show ip eigrp
neighbors command provides a detailed display of EIGRP neighbors.

The show ip protocols command output also provides the two administrative dis-
tances. First, an administrative distance of 90 applies to networks from other routers
inside the AS; these are considered internal networks. Second, an administrative distance
of 170 applies to networks introduced to EIGRP for this AS through redistribution; these
are called external networks.

show ip eigrp interfaces

The show ip eigrp interfaces command displays information about interfaces configured
for EIGRP.

Routerl#show 1ip eigrp interfaces

IP-EIGRP interfaces for process 65000

Xmit Queue Mean Pacing Time Multicast Pending

Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Fa0/0 1 0/0 49 0/1 248 0
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Fa0/1 1 0/0 1 0/1 50 O
LOO 0 0/0 0 0/1 0 O

Table 5.6 describes the key elements from the output.

TABLE 5.6 show ip eigrp interfaces

Column Description

Interface Interface over which EIGRP is configured

Peers Number of directly connected EIGRP neighbors

Xmit Queue Un/ReliabTle Number of packets remaining in the unreliable and reli-

able transmit queues
Mean SRTT Mean SRTT interval, in milliseconds

Pacing Time Un/Reliable Pacing time used to determine when EIGRP packets should
be sent out of the interface (unreliable and reliable packets)

Multicast Flow Timer Maximum number of seconds in which the router will
send multicast EIGRP packets

Pending Routes Number of routes in the packets in the transmit queue
waiting to be sent

show ip eigrp traffic

The show ip eigrp traffic command displays statistics about each of the types of messages
that are sent and the number of them that have been sent and received.

Routerl#show ip eigrp traffic
IP-EIGRP Traffic Statistics for AS 65000
Hellos sent/received: 81853/65407
Updates sent/received: 30/31

Queries sent/received: 2/6

Replies sent/received: 6/2

Acks sent/received: 33/30

Input queue high water mark 2, 0 drops
SIA-Queries sent/received: 0/0
SIA-Replies sent/received: 0/0

Hello Process ID: 164

PDM Process ID: 162
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Summary

I have covered quite a few things in this chapter. You saw the Cisco-proprietary routing
protocol EIGRP. EIGRP is an advanced distance vector protocol. I described many of the
terms that are essential to full understanding of how EIGRP operates.

I showed you the tables and information stored in them that EIGRP uses to build the
routing table and provide a router with the information it needs to forward traffic. I also
gave you the breakdown of what values EIGRP uses for its composite metric. You can
change those values but you have to be careful doing it!

I then went through the configuration of EIGRP and through the advanced features of
EIGRP. There you learned how to limit the query scope with summarization and stub rout-
ers. I also showed you how to configure unequal-cost load balancing with the variance
command. The last of the advanced features was how to configure routing over different
kinds of WAN setups.

Finally, I showed you the commands to allow you to verify and troubleshoot the opera-
tion of EIGRP. There is a command to let you see all the information from each of the three
tables—all of which are very valuable to you.

In the next chapter, you finally get to see how to route out of the AS and communicate
with the ISP. Chapter 6 covers how and why you will be using BGP in an enterprise network.
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Review Questions

1. What algorithm does EIGRP use to provide a loop-free network and fast convergence?
A. Bellman Ford
B. Dijkstra
C. DUAL
D. Shortest path first

2. What two values by default are used by EIGRP for its composite metric?
A. Load
B. Bandwidth
C. MTU
D. Delay

3. EIGRP uses multicast for the hello protocol to establish neighbor relationships?
A. True
B. False

4. What best describes a feasible successor?
A. Primary route
B. Shortest route
C. Backup route

D. Default route

5. What transport layer protocol does EIGRP use for its messages?
A. UDP

B. TCp
C. RTP
D. ICMP

6. What command allows EIGRP to perform classless summarization? (Choose two.)
A. router eigrp
B. network
C. no auto-summary

D. 1ip subnet-zero
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What protocol is considered an advanced distance vector protocol?

A.
B.
C.
D.

IS-IS
OSPF
EIGRP
RIPv1

What command does EIGRP use to create a manual summary address on an interface?

A.
B.
C.
D.

summary-address
ip summary-address eigrp AS# network mask
aggregate-address

area range

What feature allows EIGRP to limit its query scope?

A.
B.
C.
D.

Network
Default route
Stub router
Neighbor

What feature allows EIGRP to perform unequal-cost load balancing across multiple paths?

A.

B
C.
D

Variance
Debug
Stub

Summarization
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Answers to Review Questions

1. C. The Diffused Update ALgorithm (DUAL) is the algorithm that EIGRP uses.

2. Band D. The values used for the metric are bandwidth and delay.

3. A. True. EIGRP uses multicast for the hello protocol.

4. C. A feasible successor is best described as a backup route that can automatically replace
the successor when lost.

5. C. RTP is the transport layer protocol used.

6. C. The no auto-summary command is used to allow for classless routes.

7. C. EIGRP is the protocol that is considered to be an advanced distance vector protocol.

8. B. Theip summary-address eigrp AS# network mask command is used to create a

manual summary route.
9. C. The stub router feature allows EIGRP to limit its query scope.

10. A. The variance feature allows EIGRP to perform unequal-cost load balancing.



Link State Routing
Protocols

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Explain the functions and operation of link state routing
protocols

v Explain the functions and operations of OSPF and multi-
area OSPF

v Configure OSPF and multiarea OSPF routing, including
stub, totally stubby, and NSSA

v Verify or troubleshoot OSPF and multiarea OSPF routing
configurations

v Describe the features and benefits of integrated IS-IS

v Configure and verify integrated IS-IS



This chapter is a link state festival. I start with some basic
open shortest path first (OSPF) discussion and configuration

: that reviews some of what you learned in CCNA studies. I
then move into the advanced features of OSPF. You will learn about message types, router
relationships and communication, multiarea OSPF, and how OSPF areas pass routing infor-
mation back and forth. You will also gain an understanding of all the stub area types can
be used in OSPF. Once done with OSPF I take you through the basics of IS-IS, including
the benefits and drawbacks of using it. Additionally, I cover the routing levels, router inter-
action, and how IS-IS compares to OSPF in use and function.

? For up-to-the-minute updates on this chapter, check out www. sybex.com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

Introduction to Link State Protocols

Open shortest path first (OSPF) is extremely versatile. It is one of the most widely used open
standard IP routing protocols today. Open standard means that any vendor can use the pro-
tocol, and most vendors do provide some level of support for open standard protocols. Both
enterprise and service provider networks use, and benefit from, OSPF.

IS-IS is the other link state protocol; it is an OSI standard protocol. IS-IS is widely used
in service provider networks. I discuss IS-IS later in this chapter.

I describe link state routing protocols and discuss the primary characteristics of the
OSPF routing protocol, including the OSPF hierarchical structure, link state adjacencies,
shortest path first (SPF) calculations, and how OSPF verifies that its links are still in an
active state. I finish the chapter with information about IS-IS.

Link State Protocol Improvements

Distance vector routing protocols have limitations that prevent them from being used in all
situations. You will recall some of the limitations in distance vector protocols:

= Hop count limits the size of the network.

= Broadcasting the entire routing table uses a lot of bandwidth.
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Limited knowledge of the network slows convergence and inhibits speedy routing
decisions.

Classful protocols don’t allow the use of VLSM, discontiguous networks, or manual
summarization.

These limitations forced the need to create and develop a better breed of protocols. The

product of that work was link state routing protocols. Link state routing protocols have the
following characteristics and benefits:

Have no hop count limit.
Respond quickly to network changes.
Send triggered updates when a network change occurs.

Send periodic updates, known as link state refresh, at long intervals, such as every
30 minutes.

Classless protocols allow for the use of VLSM, discontiguous networks, and manual
summarization.

OSPF

As with any new protocol or feature, a bunch of new terms and acronyms can make learning
difficult. This is why when I teach a class of new students I start with good study techniques.
One of the first things that I suggest is to make a vocabulary list or flash cards. Because there
are so many terms in OSPF, I am giving you a couple of lists of OSPF terms in Table 6.1 and
Table 6.2.

TABLE 6.1 OSPF Terms

Term Description

Link In OSPF, a link is considered an interface. Everything in OSPF is

configured and thought about from the interface level.

State State is defined by the physical condition of the interface. All updates

and information are sent out based on this condition.

Neighbor An OSPF neighbor router is a router that is connected to the

same physical medium as the local router. Hello messages can be
exchanged between these routers.

Adjacent Router An OSPF adjacent router can share routing updates with the local

router. Each router must send a Hello message back and forth to estab-
lish bidirectional communication and allow an adjacency to be formed.
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TABLE 6.1 OSPF Terms (continued)

Term

Description

Area

Area Designation

Backbone Area

Standard Area

Stub Area

An area is a collection of OSPF routers that share the same link state
database. The area boundary serves as the limit for how far routing
data will be propagated through the network.

Area designations are seen most of the time as a single truncated
number, such as 0 or 1. However, this area ID is actually formatted
like a 32-bit IPv4 address. For example area 0, the backbone area, is
actually area 0.0.0.0.

You can use this format to your advantage by identifying the area
with the address space that is represented within it. For instance, if
you have a switch block where all of the subnets within it were sum-
marized to 10.1.1.0, you can give the area for this switch block an area
ID of 10.1.1.0.

Every OSPF network must have a backbone area. In OSPF, the back-
bone area must be designated as area 0. This backbone area is often
called a transit area because, in a well-designed network, traffic
typically just passes across this area. Almost all of the traffic passes
across this network because, in a multiarea network, all other areas
must be directly connected to the backbone area. This basically cre-
ates a two-layer hierarchy in the routing network. As | tell you more
about update types you will understand that almost all updates types
are allowed in the backbone area, as well as standard areas.

A standard area is usually used as a populated area, which means
that there are subnets with hosts and end stations on them. This type
of area will typically be used for the subnets located in a switch block
or branch office. This type of area can be designated as anything
other than area 0.

There are a handful of different kinds of stub areas that meet a variety
of needs or uses. Regardless of the type of stub area, the primary goal
is to reduce the size of the routing table.

The next few terms (router names) are ways to describe a router by its location or purpose
in the network. They are not settings that are configured, but they provide a way for you
and other engineers communicate and to describe and reference a specific router. A router
in an OSPF system will often be identified by more than one of these names. For example,

a backbone router is often an area border router as well. That will make more sense here in
just a couple of paragraphs. Table 6.2 provides a listing of the router names and a descrip-
tion of the location within the system.
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TABLE 6.2 OSPFRouter Terms

Term

Description

Backbone Router

Area Border
Router (ABR)

Autonomous
System Boundary
Router (ASBR)

Internal Router

Router
Identity (RID)

Designated
Router (DR)

Backup Designated
Router (BDR)

A router that has at least one interface located in the backbone area.

A router that connects multiple areas (in the same routing domain or
AS) together to share routing information. It is defined as having at
least one interface in more than one area. Manual summarization for
an area is typically done on this router.

A router that connects the local OSPF routing domain to another
routing domain or protocol. It is defined as having at least one inter-
face in separate routing domains. Some types of stub areas do not
allow an ASBR.

A router that has all of its interfaces in the same area.

The identifier used to distinguish between routers. This determination
might be used for an instance between routers on the same broadcast
network. All of the routers on the broadcast segment would compare
RID values to see which router will be the designated router (DR) and
control the routing updates for the network.

A router that is elected for each broadcast or non-broadcast multi-
access (NBMA) network. DRs limit the number of update messages
that have to be transmitted by controlling the number of adjacent
routers on the network.

As its name implies, this is the backup for the DR. The BDR has the
same goal as the DR, but it will only take the job when the DR goes
down. There is no preempting in OSPF, so even if a new router were
to come online on the network that had a better RID it would not take
over for the DR until it were to go down.

OSPF Tables

OSPF stores and updates information in tables, in a way that is very similar to EIGRP. In
fact, EIGRP really took the idea from link state protocols. OSPF has very similar tables;
they are the neighbor table, the link state database (topology table), and the routing table.
Table 6.3 describes each of the OSPF tables.
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TABLE 6.3 OSPF Table Descriptions

Table Description

Neighbor Table Stores a list of all the directly connected routers to the local router. It
will show you the state of each router the local router has with it. The
neighbor table is populated through the use of Hello packets.

Link State Sometimes known as the topology table, but that is a bleed over from

Database (LSDB) the term used with EIGRP. The LSDB stores all the network information
for the internetwork or area in which the router is located. If there is
only one area, then the router knows about the entire internetwork. If
there are multiple areas in the AS, then each router knows about all of
the routers and networks for that area.

This information is all of the raw data for those routers and networks.
There is no calculated data transmitted from one neighbor router to
another. The routing information is propagated from router to router in
link state update (LSU) packets and within those packets are different
kinds of link state advertisements (LSA). | discuss the different types
of LSAs and their uses in a bit.

Routing Table Holds all of the best routes to each destination network. The shortest
path first algorithm (derived from the Dijkstra algorithm) runs on all
of the data is the LSDB and finds the best path for each destination.

OSPF Packet Types

OSPF uses five different packet types or message types to communicate its information
between routers. All five OSPF packets are encapsulated directly into an IP payload. OSPF
packets don’t use TCP or UDP. However, OSPF does require reliable packet transmission.
Since TCP is not used, OSPF has defined its own acknowledgment system using a specifically
defined acknowledgment packet (OSPF packet type 5). I discuss each of the types of packets.

In the IP header of all OSPF packets, a protocol identifier of 89 is used and defines the
packet as an OSPF packet. Each of the OSPF packets begins with the same header format.
Table 6.4 lists the header fields.

TABLE 6.4 OSPFIP Header Fields

Field Description
Version number For OSPF version 2
Type Differentiates the five OSPF packet types

Packet length Length of OSPF packet in bytes
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TABLE 6.4 OSPFIP Header Fields (continued)

Field Description

Router ID Defines which router is the source of the packet

Area ID Defines the area where the packet originated

Checksum Used for packet-header error detection to ensure that the OSPF

Authentication type

Authentication

Data (for hello
packet)

Data (for database
descriptor DBD
packet)

Data (for LSR
packet)

Data (for LSU
packet)

Data (for LSAck
packet)

packet was not corrupted during transmission

An option in OSPF that describes either no authentication, cleartext
passwords, or encrypted Message Digest 5 (MD5) formats for router
authentication

Used in authentication scheme

Includes a list of known neighbors

Contains a summary of the link state database (LSDB), which includes
all known router IDs and their last sequence number, among a number
of other fields

Contains the type of LSU needed and the router ID that has the
needed LSU

Contains the full link state advertisement (LSA) entries; multiple LSA
entries can fit in one OSPF update packet

Is empty

All five packet types are used in the normal operation of OSPFE. Table 6.5 contains
descriptions of each type of packet.

TABLE 6.5 OSPF Packet Types

Type (number)

Packet Name Description

1

Hello Discovers neighbors and builds adjacencies
between each router

DBD Checks for database synchronization between
routers
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TABLE 6.5 OSPF Packet Types (continued)

Type (number) Packet Name Description

3 LSR Requests specific link state records from router
to router

4 LSU Sends specifically requested link state records;
records are sent as link state advertisements
(LSA)

5 LSAck Acknowledges the other packet types

Link State Advertisements (LSA)

There are many different types of link state advertisements (LSAs) and each of them has
their specific uses. Table 6.6 describes the most common LSA types.

TABLE 6.6 LSA Types

Type (number) Name Description

1 Router link advertisements Generated by each router for each area it
belongs to. Flooded to a single area only.

2 Network link advertisements Generated by designated routers describing
the set of routers attached to a particular
network. Flooded to the area that contains
the network.

3 Summary link Generated by ABRs describing inter-area
advertisements routes. Describes routes to networks and is
used for summarization.

4 Summary link Generated by ABRs describing inter-area
advertisements routes. Describes routes to the ASBR.

5 Links external to the Generated by the ASBR and describes links
autonomous system (AS) external to the autonomous system (AS).

Flooded to all areas except stub areas.

6 Multicast Specialized LSAs that are used in multicast
OSPF applications.
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TABLE 6.6 LSA Types (continued)

Type (number) Name Description

7 NSSA external routes NSSA external routes generated by ASBR.
Only flooded to the NSSA. The ABR con-
verts LSA type 7 into LSA type 5 before
flooding them into the backbone (area 0).

8 BGP Specialized LSA that is used in internet-
working OSPF and Border Gateway Proto-
col (BGP).

9 The opaque LSAs, types 9, Denotes a link-local scope. Type-9 Opaque

10, and 11, are designated
for upgrades to OSPF for
application-specific pur-

10 poses. For example, OSPF-
TE has traffic engineering
extensions to be used by
RSVP-TE in Multi-protocol

1 Label Switching (MPLS).
Opaque LSAs are used to
flood link color and band-
width information. Standard
LSDB flooding mechanisms
are used for distribution of
opaque LSAs.

LSAs are not flooded beyond the local sub-
network.

Denotes an area-local scope. Type-10
Opaque LSAs are not flooded beyond the
borders of their associated area.

Denotes that the LSA is flooded throughout
the Autonomous System (AS). The flooding
scope of type-11 LSAs are equivalent to the
flooding scope of AS-external (type-5) LSAs.
Specifically type-11 Opaque LSAs are

1. Flooded throughout all transit areas
2. Not flooded into stub areas from the
backbone

3. Not originated by routers into their con-
nected stub areas

As with type-5 LSAs, if a type-11 Opaque
LSA is received in a stub area from a neigh-
boring router within the stub area the LSA
is rejected.

OSPF Operation

Routers running the OSPF routing protocol must first establish neighbor adjacencies with

its neighbor routers. Routers go through the neighbor adjacency process by exchanging

Hello packets with neighboring routers. The following is an overview, to get the discussion



200 Chapter 6 - Link State Routing Protocols

going about OSPF operation; I describe each part of the process in much more detail as you
move through this section.

1. The first thing that must happen is neighbor discovery.

A router sends and receives Hello packets to and from its neighboring routers. The
destination address that is typically used is a multicast address. The routers exchange
Hello packets and must adhere to some protocol-specific parameters. For OSPF, those
parameters are checking whether the neighbor is in the same AS and area. Routers can
consider the neighbor up when this exchange is complete.

2. For a broadcast network like Ethernet, a DR/BDR election will occur so that all the
other routers can form adjacencies with the DR routers.

3.  Once two routers establish their neighbor adjacency using Hello packets, the next step
is to synchronize their LSDBs.

This is accomplished by exchanging LSAs and acknowledging the receipt of all LSAs
from adjacent routers. The two neighbor routers then recognize that they have synchro-
nized their LSDBs with each other.

For OSPF, the routers are now in full adjacency state with each other. If necessary,
the routers forward any new LSAs to other neighboring routers, ensuring complete
synchronization of link state information inside the area.

4. Once all of the routers LSDB have been updated and are synchronized, the Dijkstra
algorithm is run against the data. The best route for each of the destination networks
will be placed into the routing table.

5. If there is any change to the network, such as a network or router being added or
removed, then a new LSA must be made and propagated throughout the network to
update all routers of the change.

Neighbor Discovery

OSPF bases its operation and functions from the interface (link) level. There must be at
least one configured and active interface in order to start an OSPF process on a router.
Once the process is started and the interface is placed into the OSPF process, gener-

ally done with the network command, then the router can begin to communicate to
other routers. Every interface that participates in OSPF process will use the IP multi-
cast address 224.0.0.5 to send Hello packets. The interval in which the Hellos are sent
depends on the link type, but the Hellos are sent periodically based on the Hello interval.
Table 6.7 describes the information contained in a Hello packet.

) If a DR and BDR have been selected for the network, any router added to the
TE network will establish adjacencies with the DR and BDR only. | discuss the DR

election process a little later in this chapter.
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TABLE 6.7 Hello Packets

Field

Description

Router ID

Hello and dead
intervals

Neighbors

Area ID

Router priority

DR and BDR IP
addresses

Authentication
password

Stub area flag

The router ID is a 32-bit number that uniquely identifies the router. The
highest IP address on an active interface is chosen by default, unless

a loopback interface or the router-ID command is configured. For
example, the IP address 192.168.15.1 would be chosen over 192.168.1.1.

This identification is important and is the basis for establishing neigh-
bor relationships and coordinating LSU exchanges. Also, note that the
router ID breaks ties during the designated router (DR) and backup
designated router (BDR) selection processes when the OSPF priority
values are equal.

The Hello interval specifies the frequency, in seconds, at which a
router sends out Hello packets. Ten seconds is the default on a multi-
access networks.

The dead interval is the time, in seconds, that a router waits to hear
from a neighbor before declaring the neighboring router dead or out
of communication. The dead interval is four times the Hello interval
by default.

These timers must be the same for neighboring routers; if they are
not the same then an adjacency will not be formed.

The neighbors field lists the adjacent routers that have established
bidirectional communication. This bidirectional communication is
confirmed when the local router recognizes or sees itself listed in the
neighbors field of a Hello packet sent from the neighbor router.

To communicate, two routers must share a common segment and their
interfaces must belong to the same OSPF area on that segment. They
must also share the same subnet and mask.

Routers with the same Area ID will all have the same link state
information.

The router priority is an 8-bit number that indicates the priority of a
router. Priority is used when selecting a DR and BDR.

This field contains the IP addresses of the DR and BDR for the spe-
cific network, if they are known.

If router authentication is enabled, the routers must exchange this
password.

Authentication is not required, but if it is enabled, all peer routers
must have the same password.

A stub area is a special area. Two routers must agree on the stub
area flag in the Hello packets. Designating a stub area is a technique
that reduces routing updates by replacing them with a default route.
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@ Real World Scenario

Bringing Up a New Manufacturing Line

The Bangalore plant is expanding and adding a whole new building and a significant
amount of staff. The addition is happening so that an assembly and test line can be estab-
lished for the new Super Widget XT line of devices. All of the new machines and people,
including the supervisor, assemblers, and test tech workstations, will have to be hooked
into the network. The small plant in Bangalore produced only a few product lines. Now
with this expansion, the size of the plant (and the network) will quadruple.

The existing network runs RIP; it has been that way since the plant was acquired. Because
the network is going to be so much larger, FutureTech has decided to configure and run
OSPF at the plant. You would like to run the same routing protocol as the Dallas head-
quarters (EIGRP), but many of the routers in the plant are not Cisco and cost prohibits
upgrading all of them at this time. So, the plant will run OSPF until all of the old devices
can be upgraded. The upgrades are scheduled over the next 18-24 months. FutureTech
will then evaluate cutting the network over to EIGRP.

You have been assigned to set up four routers so that you can begin to test out OSPF at
the plant. Begin with these and explore the Hello or discovery process.

When routers running an OSPF process come up, an exchange process using the Hello
protocol is the first thing that must happen. The exchange process is illustrated in the follow-
ing steps and in Figure 6.1:

1. BangRtrl is enabled on the LAN and is in a down state because it has not exchanged
information with any other router. It begins by sending a Hello packet through each
of its interfaces participating in OSPF, even though it does not know the identity of the
DR or of any other routers. The Hello packet is sent out using the multicast address
224.0.0.5.

2. All directly connected routers (BangRtr2, BangRtr3, and BangRtr4 in the example)
running OSPF receive the Hello packet from BangRtr1 and add BangRtr1 to their list
of neighbors. This state is the initial state (init).

3. BangRtr2, BangRtr3, and BangRtr4, which received the Hello packet, send a unicast
reply Hello packet to BangRtr1 with their corresponding information. The neighbor
field in the Hello packet includes all neighboring routers and BangRtr1.

4. When BangRtr1 receives these Hello packets, it adds all the routers that had its router
ID in their Hello packets to its own neighbor relationship database. This state is referred
to as the two-way state. At this point, all routers that have each other in their neighbor
lists have established bidirectional communication.
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5. If the link type is a broadcast network, generally a LAN link like Ethernet, then a
DR and BDR must first be selected. The DR forms bidirectional adjacencies with all
other routers on the LAN link. This process must occur before the routers can begin
exchanging link state information. I go through this full process of the DR election in
the section, “Designated Router (DR) Elections.”

6. Periodically (every 10 seconds by default on broadcast networks), the routers within
a network exchange Hello packets to ensure that communication is still working. The
Hello updates include the DR, BDR, and the list of routers whose Hello packets have
been received by the router. Remember that received means that the receiving router
recognizes its name as one of the entries in the received Hello packet.

FIGURE 6.1 |Initial Hello Exchange
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BangRtr4Router Identity (RID)

Before I move into the next major step, which is building the link state database (LSDB),
I have to go over a couple of other things. I briefly described the fact that OSPF routers,
when connected to a multi-access network, will elect a designated router and a backup
designated router. I discuss why they are elected in the next section, but for now I have to
tell you about router identities (RID). It is very important to understand what an RID is
before you attempt to understand how the DR election process works.
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Every OSPF router must determine for itself what its RID will be. Now by default, as
soon as you enable the OSPF process on a router, the router will select its RID. The RID is
actually a 32-bit number, and it is written just like an IP address. In fact, it is almost always
an IP address that is assigned to the router. The RID can be determined in three ways for a
router. The process that follows show what a router will do to determine its RID.

1. If the router-id command has been configured, then the number assigned using that
command will be used first as the RID.

2. If the router-id command is not configured but there is a logical interface enabled
on the router (there is a loopback interface), then the IP address on that interface will
be used as the RID. If there is more than one loopback interface, then the highest IP
address among all the loopbacks will be used.

3. [If the router-id command is not configured and there is no loopback interface config-
ured, then the router will use the highest IP address from an active physical interface.

There is a little trick to how this works though. If you don’t configure these things in the
proper order, you may not see the output that you expect. Let me explain.

If you enable the OSPF process on a router and don’t enable the router-id command
first or have a loopback interface configured, then the router immediately sets the RID
to the highest active interface IP address. This is okay; you can still set the RID with the
router-id command or configure a loopback interface, but if you configure one of those
things after the router has set the RID, the router will not automatically change over to that
new RID value that you want.

Never fear—there is a way to do this. You have to restart that OSPF process or reload the
entire router. Typically, it will be much less intrusive to restart the OSPF process, especially
since you are probably still configuring the protocol on the router. Also, it is more than pos-
sible that another process or feature running on the router would prevent you from reloading
the entire router.

Designated Router (DR) Elections

In multi-access environments, every router has the ability to communicate directly with
every other router. This arrangement is good for having available paths through the net-
work and possible routes to use. However, when you examine the Hello process, if updates
were allowed to go unchecked in that same environment, there would be a considerably
higher amount of traffic generated. Many of the advantages of link state would be lost.
Let’s look at an example of what I mean.

1. Let’s say BangRtrl has an update to send out. It will send it to all of its adjacent
routers. In this case is will go to BangRtr2, BangRtr3, and BangRtr4.

2. When BangRtr2 receives the update, it will, in turn, send the update to all of its
adjacent routers.

3. When BangRtr3 receives the update, it will, in turn, send the update to all of its
adjacent routers.
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4. When BangRtr4 receives the update, it will, in turn, send the update to all of its
adjacent routers.

5. Now, replies have to be sent by each router to every other router acknowledging each
of the updates.

@ Real World Scenario

Pre-cutover Testing in Bangalore

Before you cut over everything in the Bangalore plant, you have been asked to test the new
equipment, make sure that all of the devices are talking, and make sure that you understand
the interaction between the routers. You have four routers to work with. BangRtr1 will be
your core router and the other three will be the distribution layer routers. As you go through
the DR election process within this setup, you can accomplish two things: you can test the
equipment and make sure you understand the elections.

Think about the core of the network and all of the distribution layer routers connecting to
the core. In Figure 6.2, you can see the four routers running OSPF. BangRtr1 is the core layer
router, and BangRtr2, BangRtr3, and BangRtr4 are distribution layer routers connecting

to that portion of the network. All four of the routers are connected via a Gigabit Ethernet
network that is a broadcast medium. Unless you do something, nothing in the network to
control or limit the routers will become adjacent and, therefore, no control over how many
updates will be sent or to which routers.

FIGURE 6.2 Sending an Update with no DR
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You can see that a huge number of updates are sent, just because one little update needed to
be propagated. This should almost remind you of the broadcast method that distance vector
protocols use. Not very efficient!
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Now, let’s look at this process after a DR has been elected. I'll skip the details—BangRtr3
has been elected as the DR and BangRtr4 had been elected as the BDR. With a DR and BDR
on the network, all of the other routers (in this case it is only Routers A and B, but it could be
any number of additional routers) will only create adjacencies with the DR. Each of the other
routers does form an adjacency with the BDR, but this is for backup purposes only. As long
as the DR does its job, the BDR will remain silent and only update itself. Let’s look at this
process step by step. You can see how the process works in Figure 6.3.

FIGURE 6.3 Sending an Update with a DR
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1. BangRtrl again has an update to send out. BangRtr1 is only adjacent with the DR and
BDR. To ensure that only they get the update and to make the process more efficient,
the DR and BDR are listening for updates on a separate multicast address 224.0.0.6.
So, BangRtrl sends its update to the address of 224.0.0.6 and only the DR and BDR
get the update.

The DR would then reply to BangRtr1 that it received the update.

3. [Itis now the job of the DR to send out the update to all of its adjacent routers. In this
case, that is all of the other routers that are on the network since all the other routers are
only adjacent with the DR routers. The DR is now going to send out the update using the
multicast address 224.0.0.5. All of the other routers will be listening on this address even
the DR and BDR. This allows the BDR to make sure that the DR is doing its job.

4. All of the other routers (in this case just BangRtr2) would reply to the DR that they
have the update.

Now that you understand why the DR and BDR are in place, I need to tell you how
they are put into place. Really, it comes down to how the election process occurs. In the
last section, I told you how each of the routers in an OSPF network found their RID. That
could, and in most networks would, be important for this process.

When OSPF routers come up on a broadcast network, just like the one in the last example,
they have a DR election. During the Hello process, each of the routers sends a Hello and
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replies to Hellos so that two-way communication is established. Once communication is
established, each of the routers inspects the Hello packets of their neighboring routers. The
first look is at the priority field of each router. The priority is the first value that will be used
to determine which routers will be the DR and the BDR. The router with the highest priority
will become the DR and the router with the second highest priority will be the BDR.

Now, the gotcha to this step is that by default the priority is the same for every router—
a default value of 1. If you want to set the DR and BDR, meaning that you want to decide
which routers on your network will take those roles, then you would have to manually set
the priority values. You can do it this way, but it is a manual process that requires you to
set the priority value on each router. The drawback to doing this is that all of the work in
setting the priority value does nothing else for you. The priority value is only used for this
one process.

Why is that a big deal? Well, because the recommended way to set which router will be
the DR is still a manual one, but using another value will be useful for other things.

So, “what is this other way?” you ask.

Set a loopback address on each or your routers!

I know. I can hear you saying, “Huh?”

You are going to configure a loopback interface on each of your routers because you are
going to determine the RID that way.

The RID is used as the tiebreaker for the DR election when all the routers have the
same priority value. By default, all the routers are going to have the same priority. After
the priority value, then each router compares all of the RID values for every other router.
The router with the highest RID will be the DR and the router with the second highest
RID will be the BDR.

I want to take you through a quick example to illustrate this process. Remember each
router is going to determine its own RID. If you have a loopback configured on each router
and no router-id command, then the loopback address is going to be the RID.

Look at Figure 6.4. You can see I have used the same network from previous examples,
but now there are LoO interfaces defined.

FIGURE 6.4 Determining the DR with Loopbacks
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Now, assuming that all other values have been left as the default, which one of the routers
is going to be the DR? Which router is going to be the BDR? When the comparison is done,
the election process simply looks at each number, not the class of address or anything else,
just the number. For this example, you don’t have to go past the first octet in the addresses.
Thereisa 1, 10, 172, and 192. In this case, BangRtr1 with a 192 will become the DR, and
BangRtr2 with a 172 will become the BDR.

I want to make a couple of things clear here—things that often I hear people get messed
up. When you are finding the DR, the election process always looks at the priority first.

So, if you have your loopbacks all set up but someone has gone in and raised the priority
on one of the routers, the router with the highest priority will become the DR. The process
never looks at the RID. The other thing to remember is the order of finding the RID. Often,
people want to mix the process of finding the RID and finding the DR. I have seen people
thinking all sorts of things, such as trying to use the physical addresses that are on the
broadcast network itself or not looking at the loopback. Just follow each process separately
and in the correct order and you will get it.

One other thing of note about the DR and BDR election process. Once the election has
occurred and the DR is set, there is no preempting. Once the election is done, if you go in
and try to raise the priority or reset a loopback address, the election will not rerun. The
only way to get a new DR is to bring the elected DR down and make the other routers
think it failed. Now, if you only bring down the DR, the BDR automatically takes its place
and a new BDR is elected. So, if you don’t want either the current DR and BDR to be in
those positions, then you have to bring them both down.

The Link State Database

Just to recap the process up to this point. You know that neighbor OSPF routers must
recognize each other on the network before they can share information because OSPF
routing depends on the status of the link between two routers. I discussed this process and
the fact that it is done using the Hello protocol. The Hello protocol establishes and main-
tains neighbor relationships by ensuring bidirectional (two-way) communication between
neighbors. Bidirectional communication occurs when a router recognizes itself listed in
the Hello packet received from a neighbor. That information is stored and updated in the
neighbor table.

Creating an LSDB

After the DR and BDR have been selected (if they are to be), the routers are considered
to be in the exstart state. They are ready to discover the link state information about the
internetwork and create their link state databases (LSDBs). The process used by the routers
to discover the routing information is called the exchange protocol. This process moves the
routers to a full state of communication, where full describes the fact that each router has
all of the routes for the routing area.

The first step in this process is for the DR and BDR to establish adjacencies with each
of the other routers. Once all of the routers are in a full state, they do not have to go
through the exchange protocol unless there is a change to routing information.
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1. In the exstart state, the DR and BDR establish adjacencies with each router in the net-
work. During this process, a master-slave relationship is created between each router and
its adjacent DR and BDR. The router with the higher RID acts as the master during the
exchange process.

? In a relationship between two routers where there is a DR, the DR is going

OTE to always win the master-slave relationship. It won the role of DR because
it had the highest RID on the network. In situations where there is no DR,
which on non-broadcast media is default, there is still a master-slave rela-
tionship formed.

2. The master and slave routers exchange one or more DBD packets. The routers are in
the exchange state.

The DBD packets contain information about the LSA entry headers. This is a representa-
tion of the information that is in the LSDB for that router. These entries are not the actual
routing data, but a description of that data. The listing is known to that router and can
represent a link or a network. Each LSA entry header includes this information:

= Link state type

= Address of the advertising router
= Cost of the link

= Sequence number

The sequence number is used to figure out how old the link state information is.

Processing DBD Information

When a router receives a DBD, it must process the information. Here is a basic run down of
that process:

1. The receiving router must acknowledge receiving the DBD by using the LSAck packet.

2. It compares the information it received with the information it has. If the DBD has a
newer link state entry than the router currently holds, then the router must request the
data by sending an LSR to the router with the newer link state entry. The process of
sending LSRs is called the loading state.

3. The router with the newer link state entry then sends back the complete information
about the requested entry in an LSU packet. Again, when the router receives an LSU, it
sends an LSAck.

4. Finally, the receiving router can add the new link state entries to its LSDB, which brings
it up to date.

5. When all LSRs have a response and are updated for a given router, the adjacent routers
are considered synchronized and in a full state.

The routers must be in a full state before they can route traffic. At this point all the routers
in the area should have identical LSDBs.
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Change Process

In an OSPF network, or any link state routing environment for that matter, it is extremely
important for the LSDBs for all routers to be synchronized (meaning they are up to date
and the same). If a change to the link state occurs, the routers notify every other router
using a flooding process. LSUs are the mechanism used for flooding LSAs.

I described the basic update process in the DR election discussion. You will see the
flooding process steps for a multi-access network are basically the same.

1. When any router notices a change to that link state, it must multicast an LSU packet
that includes the updated LSA entry to all OSPF DRs and BDRs. It does this by sending
the LSU to 224.0.0.6. A single LSU packet can contain many individual LSAs.

2. The DR acknowledges receipt of the change and floods the LSU to all the other routers
on its network using the OSPF multicast address 224.0.0.5. After receiving the LSU,
each router responds to the DR with an LSAck. To make the flooding procedure reli-
able, each LSA must be acknowledged separately.

3. If a router is connected to other networks, it floods the LSU to those networks as well
by forwarding the LSU to the DR of the multi-access network (or to the adjacent router
if it is in a point-to-point network). The DR on that network, in turn, multicasts the
LSU to the other routers on that network.

4. The router updates its LSDB using the LSU that includes the changed LSA. It then
computes the route using the shortest path first (SPF) algorithm against the updated
database. After the SPF delay, the process updates the routing table as necessary.

When each router receives the LSU, it does the following:

1. If the LSA does not already exist, the router adds the entry to its LSDB, sends a link
state acknowledgment (LSAck) back, floods the information to other routers, runs SPF,
and updates its routing table.

2. If the entry already exists and the received LSA has the same sequence number, the
router ignores the LSA entry.

3. [If the entry already exists but the LSA includes newer information (it has a higher
sequence number), the router adds the entry to its LSDB, sends an LSAck back, floods
the information to other routers, runs SPF, and updates its routing table.

4. If the entry already exists but the LSA includes older information, it sends an LSU to
the sender with its newer information.

OSPF simplifies the synchronization issue by requiring only adjacent routers to remain
synchronized.

Keeping the LSBD Current

Each LSA entry has its own aging timer, which is carried in the link state age field. The
default timer value for OSPF is 30 minutes (expressed in seconds in the link state age field).
When an LSA entry reaches its age value, the router that originated the entry sends the
LSA in an LSU. The LSA will have a higher sequence number; this allows the routers to
verify that the link is still active. An LSU can again hold more than one LSA. Using this
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LSA validation process saves on bandwidth compared to distance vector routers. As I said
before, link state protocols don’t have to send their entire routing table at short intervals.
These summaries of individual link state entries (not the complete link state entry)
are sent every 30 minutes to ensure LSDB is up to date. Each link state entry has a timer
to determine when the LSA refresh update must be sent. Every link state entry addition-
ally has a maximum age or lifetime of 60 minutes. If an entry is not refreshed within this
60-minute window, it will be removed from the LSDB.
I want to explain to you now a little more detail about how what values are used to
keep the LSDB current. A router uses a combination of these things to help maintain the
database:

= Link state sequence numbers
=  Maximum age (maxage)
= Refresh timers

With these values, OSPF can maintain a database of only the most recent link state
records.

The first value in the list is the link state sequence number field. It is in the LSA header
and is 32 bits in length. The value itself begins with the leftmost bit set, so the first valid
sequence number is 0x80000001. This value is really like any other sequence or revision
number, the higher the number, the more times it has been changed and the newer the
information is.

To further ensure the accuracy of the database, OSPF floods (refreshes) each LSA every
30 minutes; this ensures the entry is up to date and that the 60 minute maxage timer is
not reached. Every time a record is flooded, the sequence number is incremented by one.
An LSA record will reset its maximum age when it receives a new LSA update. Again, an
LSA cannot stay in the database longer than the maximum age of one hour without being
refreshed.

An LSA can stay in the database in almost indefinitely, as long it is being refreshed every
30 minutes. There is one exception. Eventually, the sequence number will reach its maximum
value and have to wrap around to the starting sequence number. When this occurs, the exist-
ing LSA will be prematurely aged out. That means that the maxage timer will be immediately
set to one hour and the LSA flushed. The LSA will then begin all over again with its sequence
number at 0x80000001.

The Routing Table

You have now learned that OSPF only generates and sends routing updates when there is
a change in the network topology. When a link changes state, the device that detected the
change creates a link state advertisement (LSA) for that link.

The LSA propagates to all neighboring devices usually using the multicast address
224.0.0.5. Every router takes a copy of the LSA, updates its link state database (LSDB), and
forwards the LSA to all neighboring devices within its network or area. The flooding of the
LSA ensures that all routers have their databases updated before modifying the routing table.
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The LSDB is used to calculate the best paths through the network. Link state routers
find the best paths to a destination network by running Dijkstra’s algorithm, also known as
SPF, against the data in the LSDB to build the SPF tree. The best path to each destination is
then pulled from the SPF tree and placed in the routing table as a route.

I have explained already that link state routing protocols collect routing information
from all other routers in the network or area. It is important to understand that each router
has its own copy of all the data. Each router then independently calculates its best paths to
all destinations in the network using Dijkstra’s algorithm. Remember, this is different from
distance vector protocols that use precomputed information from a neighbor router.

Incorrect information from any one source router is less likely to cause a problem, because
each router maintains its own view of the network. For consistent routing decisions to be
made by all the routers in the network, each router must keep a record of the following
information.

Its Immediate Neighbor Routers If the router loses contact with a neighboring router,
within a few seconds, it will invalidate all paths through that router and recalculate its
paths through the network.

All the Other Routers in the Network or Area and Their Attached Networks The router
recognizes other routers and networks through LSAs.

The Best Paths to Each Destination Each router independently calculates best paths to
each destination in the network using Dijkstra’s algorithm. The best paths are then offered
to the routing table or forwarding database.

OSPF Cost

By default, OSPF calculates the OSPF metric for an interface according to the inverse band-
width of the interface. By default on Cisco routers the cost is calculated using the formula
(100 Mbps) / (bandwidth in Mbps). To give you an example:

64-kbps link = 100,000,000/64,000 = 1,562 for a metric
T1 link = 100,000,000/1,544,000 = 64 for a metric

However, the cost is calculated based on a maximum bandwidth of 100 Mbps. This
would give you a cost of 1; like this:

100Mbps link = 100,000,000/100,000,000 = 1 for a metric

Typically, you will be using the bandwidth of the interface to determine OSPF cost, so
you always want to remember to use the bandwidth value interface command. If this is not
accurately set to the bandwidth of the interface (in kbps) then you can have an incorrect
cost value.

To override the default cost, manually define the cost using the ip ospf cost interface-
cost command set on a per-interface basis. The cost value is an integer from 1 to 65,535.
The lower the number, the better and more strongly preferred the link.
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If you have faster interfaces such as Gigabit or 10Gigabit, you may want to modify the
cost of 1 to a higher bandwidth. If interfaces that are faster than 100Mbps are being used,
you should use the auto-cost reference-bandwidth ref-bw command on all routers in
the network to ensure accurate route calculations. The ref-bw is a reference bandwidth
in megabits per second and ranges from 1 to 4,294,967.

OSPF Features and Benefits

I now go through some of the drawbacks, benefits, and additional features of OSPF. It is
important to understand when and when not to use OSPF. Also, I will go over some of the
features that didn’t fit well into the previous discussion of how OSPF operates.

OSPF Drawbacks

The operation of OSPF has two main drawbacks that you have to consider. The amount of
memory resources that are needed to maintain all of the tables represents the first drawback
to link state protocols and OSPF. The topology table is the exact same for all OSPF routers in
an area and it holds the full amount of information for every router and link in the area. Each
router has a full picture of the network topology because of this, but it comes at a price in
terms of the amount of memory and processing it takes to maintain all of that information.

The second drawback, and I am sure that you are starting to see this, is the number of
options and configurations that can be accomplished in OSPF. I know that I haven’t gone
over all of the configuration commands yet, but you can see the large number of variables
in the protocol.

OSPF Benefits

Using a link state routing protocols has some major benefits, as well. A protocol like OSPF
has the ability to scale to huge networks and bring them down to a manageable size. The
network can be organized into logical sections, known as areas. The areas within an
OSPF network have benefits of their own. Also, the amount of routing data or overhead
for an OSPF network is significantly reduced over a distance vector protocol.

I said that an OSPF network can scale to huge networks. This can, in some cases, only be
limited by the number of routers that are to communicate with each other. And as I said, one
of the drawbacks to OSPF is the amount of memory and processing that is required. This is
especially true with a large number of routers. This drawback, however, is combated with the
second benefit that I mentioned, which is the logical breakdown of the network into areas.
The optimal number of routers per area varies based on factors such as network stability,
but in the Designing Large-Scale IP Internetworks document, Cisco recommends that there
generally be no more than 50 routers per area. That is still a large number of routers for most
networks, but many networks are much bigger than that. This is the reason that the routers
are assigned areas.

Link state routing protocols can additionally reduce the overhead of the Dijkstra cal-
culations by partitioning the network into areas. The number of routers and LSAs that
flood can be limited to the smaller areas. This, in turn, means that the LSDB for an area



214 Chapter 6 - Link State Routing Protocols

is much smaller. Ultimately, this allows the Dijkstra calculations to be less intrusive and
take much less time. Link state routing protocols utilize a two-layer area hierarchy to
connect and control the topology of these areas. I discuss the hierarchy of the areas and
how they relate to one another in the coming sections. For now though, here is the basic
idea of what the areas are.

Transit Area An OSPF area whose primary function is the fast and efficient movement of IP
packets. Transit areas interconnect with other OSPF area types. Generally, end users are not
found within a transit area. OSPF area 0, also known as the backbone area, is by definition a
transit area.

Regular Area An OSPF area whose primary function is to connect users and resources.
Usually, regular areas are set up along functional or geographical groupings. By default, a
regular area does not allow traffic from another area to use its links to reach other areas.
All traffic from other areas must cross a transit area, such as area 0. An area that does not
allow traffic to pass through it is known as a regular area, or non-backbone area, and can
have a number of subtypes, including standard areas, stub areas, totally stubby areas, and
not-so-stubby areas (NSSAs).

OSPF Hierarchy

If you have more than one area in your network, then OSPF requires a two-layer area hierar-
chy. The underlying physical connections in the network must also map to the two-layer tier
design. It must be this way because all of the non-backbone areas must attach directly to area
0. Area 0, which is also called the backbone area, is the core of the design and often the core
layer of the network is designated as area 0. The core of the network has all of the physical
connections from the switch blocks. In most cases, each of these switch blocks make a perfect
representation of a single OSPF area, thereby maintaining the OSPF rule that all other areas
must directly connect to area 0. Take a look at Figure 6.5; you can see the basic structure.

FIGURE 6.5 WidgetLine OSPF Area Structure
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@ Real World Scenario

Area Design for the Bangalore Plant

In order to keep this very large expansion manageable, the network design calls for you
break up the OSPF network into multiple areas. The existing network (the offices, man-
agers, servers and voice/video devices) are assigned to area 0. The old product lines, in
the existing manufacturing building, are assigned to area 1. The two new buildings will
house the Widget XT product assembly lines and the product test/quality assurance areas.
Each of these buildings will be assigned its own area. Test and quality assurance will be
assigned area 2 and the production building will be assigned area 3. Figure 6.5 shows the
network design.

In Figure 6.5, notice that links between area 1 routers and area 2 or 3 routers are not
allowed. Each of the separate areas must connect to area 0, which is a transit area.
Traffic that must pass from area 1 to area 2 will transit through area 0 to reach its
destination.

All inter-area traffic must pass through the backbone area, area 0.

As I discussed earlier, in link state routing protocols every router keeps a copy of the
LSDB, and that link state database is the same and has all the information for the network.
The more OSPF routers in a network, the larger the LSDB will be and this kind of design
will not scale to large network sizes.

The area structure is therefore a compromise. Routers inside a single area maintain all the
detailed information about the routers and links within that area. Only general or summary
information about routers and links in other areas is maintained.

When a router or link fails, that information is flooded along adjacencies only to the
routers in the local area. Routers outside the area do not receive this information. By main-
taining a hierarchical structure and limiting the number of routers in an area, an OSPF
autonomous system (AS) can scale to very large sizes.

OSPF Link Types

OSPF defines three types of networks, each of these types of networks can have specific
configurations and different operation depending on how the network allows for communi-
cation. Here is a basic definition for each type of network as is required for OSPF.

Point-to-Point A network that connects a single pair of routers.

Broadcast A multi-access broadcast network, such as an Ethernet network. This type of
network can connect any number of routers above just two.

Non-broadcast Multi-access A network type that connects more than two routers but
does not have any broadcast capability. The most common examples of non-broadcast
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multi-access (NBMA) networks are frame relay, ATM, and X.25. There are five modes of
OSPF operation available for NBMA networks.

Let’s look at each of the different network types and their operation. I’ll start off with
point-to-point networks and work through the other two.

Point-to-Point

A point-to-point (PP) network connects a single pair of routers. A T1 serial line or most kinds
of dedicated serial connections configured with point-to-point protocol (PPP) or High-Level
Data Link Control (HDLC) Layer 2 protocols is an example of a point-to-point network.

On point-to-point networks, the router dynamically finds and creates its neighbor relation-
ship with the other router by multicasting its Hello packets to the all OSPF routers through
multicast address 224.0.0.5. On point-to-point networks, neighboring routers become
adjacent whenever they can communicate directly. No designated router (DR) or backup
designated router (BDR) election is performed because there can be only two routers on a
point-to-point link, so there is no need for a DR or BDR. The default OSPF Hello and dead
intervals on point-to-point links are 10 seconds and 40 seconds, respectively.

Broadcast

An OSPF router on a multi-access broadcast network, such as Ethernet, FastEthernet, and
Gigabit Ethernet networks, forms an adjacency with its DR and BDR. Adjacent routers have
identical link state databases (LSDBs). The shared media segment is the basis for an adjacency.
The network that supports FuturéTech manufacturing line is an example. When routers first
come up on the segment, they perform the Hello process and then elect the DR and BDR. The
other routers then attempt to form adjacencies with the DR and BDR. The routers on the seg-
ment must elect a DR and a BDR to represent the multi-access broadcast network.

Non-broadcast Multi-access

In a NBMA network, normally a single interface connects multiple sites over the same
network, but the non-broadcast type of network can prevent proper connectivity.
NBMA networks support two or more routers, but without the ability to send broadcast
traffic. Say for example, if the NBMA topology is not fully meshed, then a broadcast or
multicast sent by one router will not reach all the other routers. Frame relay, ATM, and
X.25 are examples of NBMA networks.

To allow for broadcast or multicast traffic on an NBMA network, a router must replicate
the broadcast or multicast traffic and send it separately over every permanent virtual circuit
(PVC) to all destination routers. The problem with this setup is that it is processor (CPU time)
and bandwidth intensive.

The default OSPF Hello and dead intervals on NBMA interfaces are 30 seconds and
120 seconds, respectively.

OSPF is built such that the NBMA environment should function similar to other broad-
cast media. The problem with that is NBMA clouds are very often built as hub-and-spoke
topologies, using PVCs or switched virtual circuits (SVCs). If you have a hub-and-spoke
topology, the NBMA network is a partial mesh; so the physical topology doesn’t give the
multi-access capability that OSPF needs.
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The DR election can be a problem in NBMA topologies, mostly in terms of the configura-
tion required. The DR and BDR must have full physical connectivity with all routers in the
NBMA network. The DR and BDR also need to have a list of all the other routers so that
they can establish adjacencies. Since OSPF can’t automatically build adjacencies (meaning
the dynamic neighbor discovery process) with neighboring routers, you may have to do some
manual configuration to help out the process.

By the standard in RFC 2328, OSPF can run one of the following two modes in a
NBMA topology.

Non-broadcast Non-broadcast mode simulates the operation of OSPF in broadcast net-
works. Neighbors must be manually configured and DR and BDR election is required.
This configuration is typically used with fully meshed networks.

Point-to-Multipoint The point-to-multipoint mode treats the non-broadcast network as
a collection of point-to-point links. In this environment, the routers automatically identify
their neighboring routers but do not elect a DR and BDR. This configuration is typically
used with partially meshed networks.

The difference between non-broadcast and point-to-multipoint modes changes how
the Hello protocol and flooding process work over a non-broadcast network. The good
thing about point-to-multipoint mode is less manual configuration for you, and the
good thing about non-broadcast mode is there is less traffic creating overhead for your
network.

On top of the two modes that are defined by the open standard of OSPF, Cisco has
also included, for your configuration pleasure, three additional modes. These three extra
modes are:

= Point-to-multipoint non-broadcast
= Broadcast
»=  Point-to-point

The configuration for any of these modes is completed on the interface that is connected to
the given network. The command to configure a given mode is ip ospf network <parameter>.
Table 6.8 gives a breakdown of each of the possible parameters that can be configured and a
brief description for each mode. The table helps me remember what things have to be done for
each mode.

TABLE 6.8 NBMA Network Mode Parameters

Parameter Description

non-broadcast One IP subnet
Neighbors must be manually configured
DR and BDR elected
DR and BDR need to have full connectivity with all other routers
Typically used in a full-mesh or a partial-mesh topology
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TABLE 6.8 NBMA Network Mode Parameters (continued)

Parameter Description

point-to-multipoint One IP subnet

Uses multicast OSPF Hello packet to automatically discover the
neighbors

DR and BDR not required—router sends additional LSAs with
more information about neighboring routers

Typically used in partial-mesh or star topology

point-to-multipoint If multicast and broadcast are not enabled on the virtual circuits, the

non-broadcast RFC-compliant point-to-multipoint mode cannot be used because
the router cannot dynamically discover its neighboring routers using
Hello multicast packets; this Cisco mode should be used instead

Neighbors must be manually configured
DR and BDR election is not required

broadcast Makes the WAN interface appear to be a LAN
One IP subnet

Uses multicast OSPF Hello packet to automatically discover the
neighbors

DR and BDR elected
Requires a full-mesh or a partial-mesh topology

point-to-point Different IP subnet on each subinterface
No DR or BDR election

Used when only two routers need to form an adjacency on a pair
of interfaces

Interfaces can be either LAN or WAN

Stub Type Areas

Within the OSPF standard, there have been several special-case area types defined as stub
areas, totally stubby areas, and not-so-stubby areas (NSSAs). With the exception of the
totally stubby area, these special purpose areas are defined in the open standard of OSPF.
Totally stubby areas were been defined by Cisco and are, therefore, proprietary (meaning
you have to have a Cisco router to use this area type).

The main purpose of these types of stub areas is ultimately to reduce the size of the routing
table and the amount of traffic being flooded. Here are the benefits:

= Reduced amount of flooding
= Reduced link state database (LSDB) size

= Reduced routing table size
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Simply explained, this is accomplished by injecting default routes into an area, and not
allowing external and summary link state advertisements (LSAs) to be flooded in.

Stub Areas

Now, you have to understand what it is about stub areas that makes them different. You
know why to use them; you want to reduce the size of the routing table. To accomplish
that, stub areas do not accept any external routes, known as type-5 LSAs. All OSPF
routers inside the stub area, including ABRs and internal routers, must be configured as
stub routers before they can become neighbors and exchange routing information.

A stub area has a single exit point or, if there are multiple exits, one or more ABRs inject
a default route into the stub area. However, when there is more than one exit point, then
you can end up with suboptimal routing paths. With multiple exits, when routing data to
other areas or autonomous systems, the data could take a path that is not the best to reach
the destination. You can end up routing data out an exit at a point that is farther from the
destination than other exits.

The other things that must be met in order to be a stub area are:

= There is no ASBR inside the stub area.
= The area is not the backbone area, area 0.

= The area cannot be used as transit area for virtual links, nor have virtual links config-
ured at all.

@ Real World Scenario

Branch Office Stub Areas

Think about all of the branch offices in the FutureTech network. If you were to use the
OSPF routing protocol for the entire company it wouldn’t be necessary for the branch
office routers to have all of the headquarter networks in their routing tables. If the routers
in the branch office don’t know where a given destination is, the only place they can send
the data is back to the backbone area or the core of the network at HQ. To save traffic and
overhead, these are perfect stub area applications.

Every router in the stub area must be configured as being in the stub area for them
to create adjacencies and pass LSAs. The command to accomplish that is area area-id
stub, under the OSPF routing configuration mode. The area-id option is the area number
assigned to the stub area. Take a look at Figure 6.6 and you can see what I am talking
about with the area structure and which routers have to be configured.
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FIGURE 6.6 StubArea

Configure ABR and Internal routers
to be stub for area 1

Totally Stubby Areas

The totally stubby area is a Cisco-proprietary feature that reduces the number of routes in

the routing table even more. A totally stubby area is much like a stub area in that it blocks

external type-5 LSAs, but also blocks summary type-3 and type-4 LSAs (inter-area routes)
from coming into the area. Blocking all of these types of routes means that a totally stubby
area only has intra-area routes and the default route of 0.0.0.0 in the routing table. Similar
to a stub areas, totally stubby areas have the same rules for their use but have a slightly dif-
ferent way of being configured.

Like a stub area, a totally stubby area has a single exit point or, if there are multiple
exits, one or more ABRs inject a default route into the stub area. However, if there is more
than one exit point, then you could end up with suboptimal routing paths. This means that
with multiple exits, when routing data to other areas or autonomous systems, that the data
could take a path that is not the best to reach the destination. You could end up routing
data out an exit at a point that is farther from the destination than other exits.

Here are the other rules for use in a totally stubby area:

= All internal OSPF routers inside the totally stubby area must be configured as stub area
routers. This allows the routers from vendors other than Cisco within the area.

= Since this is a proprietary configuration, the ABRs must be Cisco routers and must be
configured as totally stubby routers. The ABRs prevent the entrance of the external
and summary routes into the area.

= There is no ASBR inside the totally stubby area.
= The area is not the backbone area, area 0.
= The area cannot be used as transit area for virtual links.

= The area cannot have virtual links configured at all.
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Just as with the stub area, a totally stubby area can easily be used for branch offices
and parts of the network where there are limited paths coming and going. With this type
of configuration, you can further reduce the size of the routing tables for these routers and
prevent a lot of flooded routing traffic.

Every internal router in the totally stubby area must be configured as being a stub area
router; this will again allow them to create adjacencies and pass LSAs. The command to
accomplish that is still area area-id stub, under the OSPF routing configuration mode.
The area-id option is the area number that is the stub area. The ABR in this case must be
configured with the area area-id stub no-summary command. This is the command to
tell the ABR that the area is a totally stubby area and to no allow external and summary
routes in. The no-summary option should hopefully make sense as that is what is being
added to the functionality of this area “no summary” routes are now allowed in. Take a
look at Figure 6.7 and you can see what I am talking about with the area structure and
which routers have to be configured.

FIGURE 6.7 Totally Stubby Area

Configure internal routers
as stub for area 1

Not So Stubby Area

The OSPF not-so-stubby area (NSSA) is a nonproprietary addition that allows the
injection of specific external routes into the stub area. When I say specific, I mean that
within an NSSA you can now have an ASBR. I know this sounds a bit confusing, but
most of the same rules that were in a stub area are still in place here. The ABR that
connects the NSSA to area 0 does not allow external routes to enter the NSSA. So, if
there are any ASBRs anywhere else in the network, their routes will not be allowed into

the NSSA.
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@ Real World Scenario

Adding a New Office

FutureTech has acquired a small competitor, TechnoRama, located in the same building
as the New York office, a large branch office. The New York office is currently configured
as a stub area and connected back to the Dallas headquarters, where area 0 is located.
You are assigned to make sure that this new part of the company (the company that was
just bought) has its network attached to the network right away. The new part of the net-
work will continue to run RIP because of many of the systems that are in the network.

So, adding to the problem, Finance has decided to become a pain and tell you how to
make this all connect together. The budget requires that the branch routers remain stub
routers because they can’t handle the processing load and there are no funds budgeted
to upgrade them. Of course, there is no way they are going to pay for a new WAN link for
the new part of the office. That means you have to attach this new office (running RIP)

into the New York office (which has to be a stub area) and make it work.

Take a look at Figure 6.8. The branch office network is area 1 and the core of the FutureTech

network is area 0. The newly acquired company is shown by the RIP routing domain.

FIGURE 6.8 NSSA
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Now you have to connect the New York stub area to a completely separate network with
a different routing protocol. This means you have to redistribute and have an ASBR, but
you know that you can’t have an ASBR in a stub area. Imagine yourself as the first person
to ever have this problem. What are you going to do? Being the outstanding engineer that
you are, come up with the idea to make a new type of area. In order to do this, you are
going to have to identify the routing updates differently. You don’t want to change all of
the existing code that says external routes are type-5 LSAs, and you don’t want to change
the fact the stub areas won't accept type-5 LSAs.

So you say, “Why not create a new type of LSA?”

You call it a type-7 LSA. A type-7 LSA is still an external route, but it is an external route
from the ASBR that you are putting into the stub area. You identify this new type of area
as a not-so-stubby area, which can have an ASBR. That ASBR brings type-7 LSAs into the
area as external routes. You don’t want to change the code for all of the other routers, so
you will have the ABR that goes into area 0 change those type-7 LSAs back into type-5
LSAs—and the rest of the network is none the wiser.

The creation of the NSSA network may not have happened exactly like that, but I am
sure that it was an entertaining reason nonetheless. To recap all of the NSSA information:
All OSPF routers inside the NSSA; including ABRs and internal routers, must be configured
as NSSA routers before they can become neighbors and exchange routing information.

Like a stub area, an NSSA has a single exit point or, if there are multiple exits, one or
more ABRs inject a default route into the stub area. However, if there is more than one exit
point, then you could end up with suboptimal routing paths. This means that with multiple
exits, when routing data to other areas or autonomous systems, that the data could take a
path that is not the best to reach the destination. You could end up routing data out an exit
at a point that is farther from the destination than other exits.

Here are a few more rules for an NSSA:

= The area is not the backbone area, area 0.

= The area cannot be used as transit area for virtual links, nor have virtual links con-
figured at all.

= Thereis an ASBR allowed in a NSSA.

= Redistribution into an NSSA creates a special type of LSA known as type 7.

= Type-7 LSAs can exist only in an NSSA.

= An NSSA ASBR generates the type-7 LSA and an NSSA ABR translates it into a type-3
LSA that is then propagated into the OSPF domain.

The type-7 LSA is described in the routing table as an O N2 or O N1 (N means NSSA). N1
means that the metric is calculated like external type 1 (E1). An E1 route has the additional
cost of the links added to its cost as the route passes through the OSPF routed network. N2
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means that the metric is calculated like external type 2 (E2); an E2 does not have the internal
or additional cost of the OSPF links added to its cost as it passes through the OSPF network.
The default is O N2.

Configuring OSPF

Now I want to take you through the configurations for OSPF. I start off with the basics just
like always. You will turn on the routing process and configure the network statements for
the interfaces. Then, I discuss the other configurations required.

@ Real World Scenario

Configuring the Bangalore Test Network

Let’s go back and look at the Bangalore plant OSPF upgrade again. Figure 6.9 shows the
layout for this network. The two routers labeled BangRtr1 and BangRtr2 (I may call them
core routers for short) will make up the backbone area, area 0. Even though this is just a
test, you want to configure the routers so that you can eventually move them to their real
physical location in the complex. Remember that area 0 is located in the main building;
this is where the offices and managers are located. The four routers labeled RnD1 through
RnD4 will go into the test/quality assurance building when you are done with all of testing.
So, set them up as if they were already located in different buildings to test the links and
all of the features that you need to implement for this site.

FIGURE 6.9 FutureTech OSPF Network
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Let’s start with the core routers. I want to enable OSPF on each of the interfaces.
= The interfaces between the switches will be in area 0.
= The interfaces going to RnD1 and RnD2 will be in area 1.
= The interfaces going to RnD3 and RnD4 will be in area 2.

The command to enable OSPF on a router is router ospf process-id, where the
process-id is a number assigned to identify the instance of OSPF being enabled on
the router. The process-id is locally significant to the router and doesn’t have to
be the same for all of your routers. For your own sanity, I highly recommend making
it the same. It will make your configurations and your life much easier.

Multiple OSPF Processes

While it is possible to enable more than one instance of OSPF on a router, it is not recom-
mended. Remember that multiple processes on the router will not be able to communicate.

The second thing, then, is enabling the interfaces for OSPF; the command to accomplish
this is the network network-id bit-mask area area-id. Where the network-id is the net-
work or IP address of the interface network, and the bit-mask is the reverse mask that gives
you the number of significant bits. For this configuration, it is possible to enable the interface
by using the network, subnet, or IP address of the interface. You can identify which one you
are using with the bit-mask option. It is generally recommended to use the most specific one,
the interface IP address. I suggest using the IP address for the interface, as well.

BangRtrl(config)#router ospf 1

BangRtrl(config-router)#network 10.0.0.1 0.0.0.0 area 0
BangRtrl(config-router)#network 10.0.0.5 0.0.0.0 area 1
BangRtrl(config-router)#network 10.0.0.9 0.0.0.0 area 1

BangRtr2(config)#router ospf 1

BangRtr2(config-router)#network 10.0.0.2 0.0.0.0 area 0
BangRtr2(config-router)#network 10.0.0.13 0.0.0.0 area 2
BangRtr2(config-router)#network 10.0.0.17 0.0.0.0 area 2

I now want to do the same thing for each of the RnD routers. Notice, I had you put the
interfaces on the core switches into area 1 and area 2 that connect to these routers because
you want to think about how these connections might physically be laid out. If the connec-
tions to the RnD routers were WAN links and you had configured the core interfaces to be
in area 0; then the interfaces on each of the RnD routers would have to be in area 0. That
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would mean that all of the routing traffic for area 0 would be flooded across the WAN link
to the RnD routers for nothing. This is the configuration for each of the RnD routers.

RnD1(config)#router ospf 1

RnD1(config-router)#network 10.0.0.6 0.0.0.0 area 1
RnD1(config-router)#network 10.1.0.1 0.0.0.0 area 1
RnD1(config-router)#network 10.1.1.1 0.0.0.0 area 1

RnD2(config)#router ospf 1

RnD2(config-router)#network 10.0.0.10 0.0.0.0 area 1
RnD2(config-router)#network 10.1.0.2 0.0.0.0 area 1
RnD2(config-router)#network 10.1.2.1 0.0.0.0 area 1

RnD 3(config)#router ospf 1

RnD3(config-router)#network 10.2.0.1 0.0.0.0 area 2
RnD3(config-router)#network 10.0.0.14 0.0.0.0 area 2
RnD3(config-router)#network 10.2.1.1 0.0.0.0 area 2

RnD4(config)#router ospf 1

RnD4(config-router)#network 10.2.0.2 0.0.0.0 area 2
RnD4(config-router)#network 10.2.0.2 0.0.0.0 area 2
RnD4(config-router)#network 10.0.0.18 0.0.0.0 area 2

o

Now, if I was going to make area 1 a stub area; then I would have to configure the ABR
and the internal routers as stub routers. I use the area 1 stub command on BangRtrl and
RnD1 and RnD2. It looks like this:

BangRtrl(config)#router ospf 1
BangRtrl(config-router)#area 1 stub

RnD1(config)#router ospf 1
RnD1(config-router)# area 1 stub

RnD2(config)#router ospf 1
RnD2(config-router)# area 1 stub

If you wanted to make area 2 into a totally stubby area, then you have to configure the
ABR as a totally stubby area and the internal routers (RnD 3 and 4) are configured as stub
routers. The command for a totally stubby area is area 2 stub no-summary. This is what
that looks like.

BangRtr2(config)#router ospf 1
BangRtr2(config-router)#area 2 stub no-summary
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RnD3(config)#router ospf 1
RnD3(config-router)# area 2 stub

RnD4(config)#router ospf 1
RnD4(config-router)# area 2 stub

Now let’s say you were going to make area 2 into a NSSA instead. Remember, you have
to configure the ABR and the internal routers all to be a NSSA. The command for a NSSA
is area 2 nssa. Again, it looks like this:

BangRtr2(config)#router ospf 1

BangRtr2(config-router)#area 2 nsaa

RnD3(config)#router ospf 1
RnD3(config-router)# area 2 nssa

RnD4(config)#router ospf 1
RnD4(config-router)# area 2 nssa

Verifying OSPF

Now, you will want to verify your configuration. You want to look at all of the tables

(neighbor, LSDB, and routing). Then, you will look at the interface and other routing

information you can get from OSPF. First of all, let’s look at the table information.
Here is a look at the neighbor table.

BangRtrl#sh ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface

10.0.0.17 1 FULL/BDR 00:00:36 10.0.0.2 FastEthernet0/20
10.1.2.1 1 FULL/BDR 00:00:33 10.0.0.10 FastEthernet0/2
10.1.1.1 1 FULL/BDR 00:00:35 10.0.0.6 FastEthernet0/1

Here is a look at the LSDB table.

BangRtrl#sh ip ospf database

OSPF Router with ID (10.0.0.9) (Process ID 1)

Router Link States (Area 0)
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0.5
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ID
0.0

ADV Router

10.0.0.9
10.0.0.17

Net Link States (Area 0)

ADV Router

10.0.0.9

Age
268
154

Age
268
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Seq#
0x80000004
0x80000003

Seq#
0x80000002

Summary Net Link States (Area 0)

ADV Router
10.0.0.9
10.0.0.9
10.0.0.17
10.0.0.17
10.0.0.
10.0.0.
10.0.0.
10.0.0.17
10.0.0.17
10.0.0.17
Router

ADV Router

Link States (Area 1)

10.0.0.9
10.1.1.1
10.1.2.1

Net Link States

ADV Router

10.0.0.9
10.0.0.9
10.1.1.1

Age
268
269
154
154
21
21
21
1781
1759
1643

1874

(Area 1)

Age
25
25
56

Seq#

0x80000002
0x80000002
0x80000002
0x80000002
0x80000002
0x80000002
0x80000002
0x80000001
0x80000001
0x80000001

Seq#

0x80000005
0x80000005
0x80000005

Seq#

0x80000002
0x80000002
0x80000002

Summary Net Link States (Area 1)

ADV Router

10.0.0.9

Age
273

Seq#
0x80000002

Checksum
0x0048AA
0x00D70B

Checksum
0x006C83

Checksum
0x0044D8
0x001CFC
0x00C349
0x009B6D
0x006AB4
0x0067B2
0x005CBC
0x0030E6
0x002DE4
0x0022EE

Checksum
0x0010A3
0x00723D
0x00A4FE

Checksum
0x007C7D
0x006193
0x008780

Checksum
0x006CB4

Link count
1
1

Link count
2
3
3



10.0.0.12
10.0.0.16
10.2.0.0
10.2.1.1
10.2.2.1

10.0.0.9
10.0.0.9
10.0.0.9
10.0.0.9
10.0.0.9

OSPF Operation

273 0x80000002 0x00FD16
275 0x80000002 0x00D53A
1783 0x80000001 0x006AB3
1760 0x80000001 0x0067B1
1644 0x80000001 0x005CBB

Here is a look at the routing table.

BangRtrl#sh 1ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS Tevel-2

ia - IS-IS 1inter area, *

- candidate default, U - per-user static route

o - ODR, P - periodic downloaded static route

Gateway of Tlast resort is not set

10.0.0.0/8 1is variably subnetted, 11 subnets, 2 masks
8/30 is directly connected, FastEthernet0/2

C 10.
0 IA 10.
0 IA 10.
0 IA 10.
0 10.
C 10.
0 IA 10.
0 10.
0 10.
C 10.
0 IA 10.

o
o

F R N O R NI-INO O
O N O N O R O

.0.
.12/30 [110/2] via 10.0.0.2, 00:31:20, FastEthernet0/20
.1/32
.0/30
.1/32
.0/30
.1/32
.1/32
.0/30

.4/30
.16/30 [110/2] via 10.0.0.2, 00:31:21, FastEthernet0/20

[110/3] via
[110/3] via
[110/2] via
is directly
[110/3] via
[110/2] via
[110/2] via
[110/2] via
is directly

10.0.0.2, 00:29:31, FastEthernet0/20
10.0.0.2, 00:29:54, FastEthernet0/20
10.0.0.10, 00:31:20, FastEthernet0/2
connected, FastEthernet0/20

10.0.0.2, 00:27:35, FastEthernet0/20
10.0.0.6, 00:31:21, FastEthernet0/1
10.0.0.10, 00:31:21, FastEthernet0/2
10.0.0.6, 00:31:21, FastEthernet0/1
connected, FastEthernet0/1

Here is the show ip ospf interface output.

BangRtrl#sh ip ospf interface
FastEthernet0/20 is up, Tline protocol is up (connected)
Internet Address 10.0.0.1/30, Area O
Process ID 1, Router ID 10.0.0.9, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 10.0.0.9, Interface address 10.0.0.1
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Backup Designated router (ID) 10.0.0.17, Interface address 10.0.0.2
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:08
Supports Link-local Signaling (LLS)
Index 1/1, flood queue length 0
Next 0x0(0)/0x0(0)
Last flood scan length is 2, maximum is 3
Last flood scan time is 0 msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.0.0.17 (Backup Designated Router)
Suppress hello for 0 neighbor(s)
FastEthernet0/2 1is up, line protocol is up (connected)
Internet Address 10.0.0.9/30, Area 1
Process ID 1, Router ID 10.0.0.9, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 10.0.0.9, Interface address 10.0.0.9
Backup Designated router (ID) 10.1.2.1, Interface address 10.0.0.10
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:08
Supports Link-local Signaling (LLS)
Index 2/3, flood queue length 0
Next 0x0(0)/0x0(0)
Last flood scan length is 2, maximum is 2
Last flood scan time is 0 msec, maximum is O msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.1.2.1 (Backup Designated Router)
Suppress hello for 0 neighbor(s)
FastEthernet0/1 is up, line protocol is up (connected)
Internet Address 10.0.0.5/30, Area 1
Process ID 1, Router ID 10.0.0.9, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 10.0.0.9, Interface address 10.0.0.5
Backup Designated router (ID) 10.1.1.1, Interface address 10.0.0.6
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:02
Supports Link-local Signaling (LLS)
Index 1/2, flood queue length 0
Next 0x0(0)/0x0(0)
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OSPF Operation

Last flood scan length is 2, maximum is 2
Last flood scan time is 0 msec, maximum is 8 msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.1.1.1 (Backup Designated Router)
Suppress hello for 0 neighbor(s)

Here is the show ip ospf statistics output.

ngRtrl#sh ip ospf statistics
OSPF Router with ID (10.0.0.9) (Process ID 1)
Area 0: SPF algorithm executed 5 times
Area 1: SPF algorithm executed 10 times
Summary OSPF SPF statistic

SPF calculation time

Tta T Intra D-Intra Summ
34:47 0 0 0
33:53
33:43
32:24
32:14
32:04
31:54
30:23
30:01
28:05

-Ext  Total Reason
R, N,
Rl

Summ Ext
0

=z =

D-
0
0
0
0
0
0
0
0
0
0

O O O 0O 0O o o o o
O O O O 0O o o o o

O O O O 0O o o o o

O O O O O O O O O

O O O O O O O O O O
X X X ™ ™ ™ XN X

RIB manipulation time during SPF (in msec):

Tta T RIB Update RIB Delete
34:58 0 0
34:04 0 0
33:54 0 0
32:36 0 0
32:26 0 0
32:16 0 0
32:06 0 0
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00:30:34 0 0
00:30:12 0 0
00:28:16 0 0

Here is the show ip ospf traffic output.

BangRtrl#sh ip ospf traffic

OSPF statistics:
Rcvd: 698 total, 0 checksum errors
637 hello, 7 database desc, 3 Tink state req
26 Tink state updates, 25 Tink state acks

Sent: 755 total
688 hello, 10 database desc, 1 Tink state req
39 Tink state updates, 18 Tink state acks

OSPF Router with ID (10.0.0.9) (Process ID 1)

OSPF queues statistic for process ID 1:

OSPF Hello queue size 0, no 1limit, drops 0, max size 2

OSPF Router queue size 0, Timit 200, drops 0, max size 2

Interface statistics:

Interface FastEthernet0/20

OSPF packets received/sent

Invalid Hellos DB-des LS-req LS-upd LS-ack
Rx: 0 225 2 1 9 6
Tx: 0 231 3 0 9 8

OSPF header errors
Length 0, Checksum 0, Version 0, Bad Source O,
No Virtual Link 0, Area Mismatch 0, No Sham Link O,
Self Originated 0, Duplicate ID 0, Hello O,

Total
243
251



MTU Mismatch 0, Nbr Ignored 0, LLS O,
Authentication 0,

OSPF LSA errors
Type 0, Length 0, Data 0, Checksum 0,

Interface FastEthernet0/2

OSPF packets received/sent

Invalid Hellos DB-des LS-req LS-upd LS-ack
Rx: 0 199 3 1 8 8
Tx: 0 229 4 1 14 5

OSPF header errors
Length 0, Checksum 0, Version 0, Bad Source 0,
No Virtual Link 0, Area Mismatch 0, No Sham Link 0,
Self Originated 0, Duplicate ID 0, Hello O,
MTU Mismatch 0, Nbr Ignored 0, LLS O,
Authentication 0,

OSPF LSA errors
Type 0, Length 0, Data 0, Checksum 0,

Interface FastEthernet0/1

OSPF packets received/sent

Invalid Hellos DB-des LS-req LS-upd LS-ack
Rx: 0 213 2 1 9 11
Tx: 0 229 3 0 16 5

OSPF header errors
Length 0, Checksum 0, Version 0, Bad Source 0,
No Virtual Link 0, Area Mismatch 0, No Sham Link 0,
Self Originated 0, Duplicate ID 0, Hello O,
MTU Mismatch O, Nbr Ignored 0, LLS O,
Authentication 0,

OSPF LSA errors
Type 0, Length 0, Data 0, Checksum 0,

OSPF Operation

Total
219
253

Total
236
253
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Summary traffic statistics for process ID 1:

Rcvd: 698 total, 0 errors

637 hello, 7 database desc, 3 Tink state req

26 link state upds, 25 Tink state acks, 0 invalid
Sent: 757 total

689 hello, 10 database desc, 1 link state req

39 1link state upds, 18 1link state acks, 0 invalid

Integrated 1S-IS

You will often find that books written about IS-IS are written as a comparison to OSPF. This
happened over time because OSPF was typically chosen as a more widely supported native
IP protocol. Currently, it is more difficult to find information and expertise on IS-IS than on
OSPF. With that being said, many of the largest internetworks in place today use IS-IS.

IS-IS is most commonly used by ISPs. IS-IS makes a great routing protocol for large
internetworks because it is simple and stable. IS-IS is the primary protocol for use in net-
works that support Open Systems Interconnection (OSI) protocols.

If you go back and look at the history of link state routing protocols, the development
of IS-IS actually started before OSPF. In the beginning of the Internet, the U.S. government
required support for OSI protocols in addition to IP. That requirement was obviously removed
later, but IS-IS still meets the requirements to carry both protocol suites.

One thing that I want you to understand is that IS-IS is primarily used by service providers.
Now that doesn’t mean that no private companies use IS-IS, but there aren’t that many. Quite
a few network engineers out there know IS-IS very well and swear by it, or they have taken the
time to learn it and now swear by it. Many networks that exist today still use IS-IS because
it has good support for things like MPLS. There are other ways to handle that; I prefer to use
BGP instead. I am not recommending or saying that you have to use BGP, but it is something
that you should explore if you are in a position where IS-IS might be an option.

@ Real World Scenario
Using IS-IS in FutureTech

The Mexican manufacturing plant is running IS-IS. It is running IS-IS because it was a
separate device manufacturing company before purchase by FutureTech. | show you the
operation of IS-IS so that you can continue to operate this network, but know that next
year FutureTech plans to swap that plant over to running EIGRP, like the corporate office
does. The network has three areas, and uses area addresses of 49.000x (with the x being
1,2, or 3 to correspond to each of the areas in place).
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IS-IS Features

IS-IS is the dynamic link state routing protocol. Originally, IS-IS routed for the OSI proto-
col stack and then for IP as well. IS-IS operates very similarly to OSPF. IS-IS uses areas to
break the routing domain into smaller pieces. IS-IS routers establish adjacencies using Hello
protocol and exchange link state information, using link state packets (LSPs), throughout
an area to build the LSDB.

Each router then runs Dijkstra’s SPF algorithm against its LSDB to pick the best paths. A
minimal amount of information is communicated between areas, which reduces the burden
on routers supporting the protocol.

IS-IS routing takes place at two levels within an AS: Level 1 and Level 2. There are actu-
ally four levels of routing within the OSI standards, but Cisco only supports two levels. T
am going to cover the levels of routing in the coming section, “Levels of Routing.”

IS and ES

In OSl standard protocols, an IS is a router and an ES is a host system.

Cisco routers don’t support the ES-IS protocol, but | have to talk about the process for a
second because the whole Hello neighbor adjacency process is tied to it. In OSI| terms, an
ES is capable of communicating to the ISs through the use of ES-IS. The ESs send a Hello
packet called an End System Hello (ESH). This establishes communication with the ISs. In
return, the IS can send back an Intermediate System Hello (ISH) to tell the ESs where they
are. Since you are using IS-IS only to carry IP routes on an IP network and probably won’t
have OSI hosts, you won't use that part. IP has its own protocols for handling this traffic
such as ICMP, ARP, and DHCP.

However, the part that you will use is the IS-IS Hello (lIH), which allows the IS to commu-
nicate to other ISs and form adjacencies. Even if you are using IS-IS to support IP only,
the ISs will use Connectionless Network Service (CLNS) to send the routing data and
form adjacencies with IIHs.

Understanding IS-IS Addressing

In IS-IS, the CLNS addresses that are used by routers are called Network Service Access
Point (NSAP) addresses. Unlike IP addresses, NSAP addresses apply to an entire system
and not to individual interfaces. There are a variety of NSAP address formats.

NSAP addresses identify the router and are used by the link state packets (LSPs) to build the
topology table and the underlying routing tree. Because of this, the NSAP addresses must be
present for IS-IS to function properly, even if it is only being used to route IP. NSAP addresses
contain more information than an IP address; they contain the OSI address of the device and
the link to the higher-layer process. If you think about the NSAP address in terms of IP, it is
similar to combining an IP address with the upper-layer protocol—all in the IP header.
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NSAP addresses contain a maximum of 20 bytes. The high-order bits identify the inter-
area structure and the low-order bits identify unique systems within an area.

You can look at Figure 6.10 and see the format of a NSAP address as Cisco implements
them. The address can be broken into three fields:

= Area address
= System ID
= Network selector (NSEL)
Cisco routers routing CLNS use addressing that conforms to the ISO 10589 standard. The
ISO NSAP address consists of quite a few different fields. I take you through each of them.

FIGURE 6.10 CiscoIlmplemented IS-IS Address

l: NSAP Address ;!
IDP DSP
AFI IDI High-Order DSP System ID NSEL
Variable up to 13 bytes 6 bytes ‘ 1 byte ‘
Example: 49. 0001. 0000.0000.0001. 00

Initial Domain Part (IDP) The IDP corresponds roughly to an IP classful major network.
The IDP is made up of two subcomponents the AFI and the IDI.

Authority and Format Identifier (AFI) The AFI byte specifies the format of the address
and the authority that assigned that address. Table 6.9 shows you a few of the values that
the AFI can take on.

TABLE 6.9 AFlValues

AFIl Value Address Description

39 ISO Data Country Code (DCC)

45 E.164

47 ISO 6523 International Code Designator (ICD)
49 Locally administered (private)

The AFI value 49 is used for private addresses. Think about them like RFC 1918 addresses
for IP. IS-IS routes these addresses like any other addresses, but you should not advertise
these addresses to other CLNS networks because other companies that use the 49 address
could have used different numbering. This could cause a great deal of confusion.
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Initial Domain Identifier (IDI) The IDI identifies a subdomain under the AFI. For example,
the IDI of 47.0005 was given to the civilian departments of the U.S. government. The IDI of
47.0006 was given to the U.S. Department of Defense.

Domain-Specific Part (DSP) The DSP gives part of the routing information needed within
an IS-IS routing domain. The DSP is made up of three parts, the high-order domain-specific
part (HO-DSP), the system ID, and the NSEL.

High-Order Domain-Specific Part (HO-DSP) The HO-DSP subdivides the domain into
areas. Think of the HO-DSP as similar to an IP subnet.

System ID The system ID identifies an individual OSI device. In OSI, a device has an
address just like a device did in DECnet (when DECnet was used, which it isn’t used any
more this protocol is old and made by Digiatal Equipment Company), while in IP each
interface has an address.

NSEL The NSEL identifies a process on the device and corresponds roughly to a port or
socket in IP. The NSEL is not used in routing decisions.

Using IS-IS Addresses

The simplest NSAP address that you can use for your IS-IS routing protocol consists of
these parts.

= Area address
= System ID
. NSEL

Area Address This part of the address must be 1 byte in length and is made up of two
parts: the AFI and the area ID. The area address is sometimes called a prefix. Area ID and
area address are typically used as one in the same terms.

System ID  On a Cisco router, the system ID can be a maximum of 6 bytes per the U.S.
Government OSI Profile (GOSIP). It is recommended to make the system ID unique across
the entire routing domain. However, it is only required that it be unique within an area
where it will be used for routing. When you are setting the system ID, the MAC address
from one of the devices interfaces is typically used. You could also use an IP address from
the device as the system ID; just pad the rest of the digits with zeros.

NSEL The NSEL is always set to 0 to describe a router. When the NSAP has NSEL field
set to 0, the address is called a Network Entity Title (NET). The NET is used by the router
to identify itself in a protocol data unit (PDU). An example of a PDU that you have already
learned about is an LSP.

Levels of Routing

As I mentioned earlier, the OSI standards have four levels of routing. Cisco only supports
the two levels of routing that the IS-IS protocol is responsible for—the Level 1 and 2 routing
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areas. Level 0 routing is accomplished using the ES-IS protocol, and Level 3 routing is done
by the Inter-domain Routing Protocol (IDRP).

Level 0 OSI routing begins with ES-IS, when the ESs discover the nearest IS by listening
to ISH packets. When an ES needs to send a packet to another ES, it sends the packet to an
IS on an attached network. This process is known as Level O routing.

Level 1 Level 1 routing occurs within an IS-IS area. It recognizes the location of the end
systems (ESs) and ISs and then builds a routing table to reach each system. All devices in a
Level 1 routing area have the same area address. Routing within an area is accomplished
by looking at the locally significant address portion (known as the system ID) and choosing
the lowest-cost path. An IS can send a redirect message to the source and tell it there is a
more direct path.

Level 2 Level 2 routers learn the locations of Level 1 routing areas and build an inter-area
routing table. All ISs in a Level 2 routing area use the destination area address to route
traffic using the lowest-cost path.

Level 3 In OSI terms, if you need to route between separate domains, you use Level 3
routing. Level 3 routing performs a function similar to border gateway protocol (BGP) inter-
domain routing used for IP (I will cover BGP in Chapter 7, “Exterior Gateway Protocols”).
Level 3 routing passes traffic between different autonomous systems, which might have dif-
ferent routing logic and so might not have metrics that can be directly compared. Level 3
OSI routing is not implemented on Cisco routers. It is specified as being accomplished
through the Inter-domain Routing Protocol (IDRP).

Types of Routers

In order for IS-IS to support the two levels of routing, it has defined three types of routers.
I just described for you the routing levels and how the data is passed between different sys-
tems and areas. These are the different router classifications that pass the traffic for you.

Level 1 A Level 1 router only learns about paths that are located within the area it is
connected to (intra-area).

Level 2 A Level 2 router only learns about the paths that exist between areas (inter-area).

Level 1-2 A Level 1-2 router learns about the paths both within the area it is located in
and the paths between the areas. Level 1-2 routers are equivalent to ABRs in OSPF.

IS-IS Compared to OSPF

OSPF has more in common with IS-IS than they are different. Just to get you started, here
are the basics of what both protocols do and support.

= Both are open-standard link state routing protocols.
= Both support VLSM.

= Similar mechanisms maintain the LSDB.
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= Both use the SPF algorithm, with similar update, decision, and flooding processes.
= Both are successful in the largest and most demanding ISP deployments.
= Both converge quickly after changes.

The history between the protocols is long and full of some good ol’ mudslinging. The two
protocols were developed around the same time. The two groups who developed them, Digi-
tal Equipment Corporation (DEC) for IS-IS and the U.S. Department of Defense (DOD) for
OSPF, were conflicted about how the protocols were made and who did a better job.

In the late 1980s, both protocols were published, but the Internet Engineering Task Force
(IETF) gave an unofficial endorsement to OSPF, which eventually made it more popular.
However, in the early to mid-1990s, many ISPs still chose IS-IS because they felt it was more
mature and it supported both IP and CLNS.

Protocol Differences
While the two protocols differ, they are not huge differences.

Backbone Areas The concept of the backbone area is different in IS-IS. In IS-IS, the back-
bone area is the collection of all the Level 2 and Level 1-2 routers and the paths between
them. All the areas in IS-IS and the backbone must be contiguous.

Area Boundaries Another difference in how IS-IS is implemented compared to OSPF is
the boundary of an area. In IS-IS, the area boundary is on a link between routers; in OSPF,
the ABR is the boundary. IS-IS routers belong to only one area. The routers must determine
which area they are in, compare the neighbor router’s address, and then make relationships
based on their area. Routers form a Level 1 relationship if their neighbors are in the same
area and a Level 2 relationship if they are in a different area. Only a Level 1-2 router can
have both types of neighbor relationships.

Update Exchange OSPF creates a significantly higher number of LSAs (route updates)
than IS-IS does. IS-IS updates are put together into one larger link state packet (LSP).
The more update packets there are, the more routing must be done by the routers further
taking more resources. Since IS-IS has fewer LSPs, it can have more routers in an area
(over 1,000) which means you could say it is more scalable than OSPF.

Efficiency The process that IS-IS uses to add and remove routing data is more efficient
that OSPF. It uses the NET address, which is already summarized.

If you look at the default timers of the two protocols, the IS-IS will detect a change faster
than OSPF, which means the IS-IS will converge faster. Also with that change if there are
many adjacent routers, processing on the router comes into play. IS-IS is less CPU intensive
than OSPF, which means convergence could happen that much faster.

Protocol Changes Changes in the OSPF protocol are more difficult because it requires the
creation of new LSA types. IS-IS is easier to extend because a change to the type, length,
value (TLV) mechanism only needs to be changed. This TLV field is also called a tuple, and
it is responsible for encoding all of the routing updates for IS-1S. Extending IS-IS simply
requires a new type code for the same update packets.
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Area Types OSPF includes more area types, which provide more functions for controlling
routing data. OSPF includes standard areas, stub areas, and NSSA.

Metrics OSPF has a scaled metric. That means that based on the bandwidth of a link the
metric will be scaled. In IS-IS every link has a metric of 10 and you must manually change
it to show preference of a link.

Vendor Support OSPF is supported by more vendors.

Engineers and Information Far more engineers have an in depth knowledge of OSPF than
use IS-IS.

It is also much easier to find data and examples on the use and operation of OSPF than it is
for IS-IS.

Configuring IS-IS

Now I am going to go through the configuration process of IS-IS with you. Look at
Figure 6.11. It is a basic diagram of the Mexico City manufacturing switch block. There
are three areas in the network that are running IS-IS.

FIGURE 6.11 [S-ISin Mexico City

\\ MPLS circuit to Dallas HQ

Area 49.0001

MexRtr5

Area 49.0002 Area 49.0003

MexRtr6

Start with the basic command set to get IS-IS running on a router. The first command
simply starts the IS-IS protocol. The only option is the area tag, which is just like the process
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ID in OSPF. It is locally significant and would only keep multiple instances of IS-IS on the
local router separate. If you don’t use the option here, the router will default it to 0.

MexRtrl(config)#router isis [area tag]

The next command is the net command. This command puts the NSAP address onto the
router. Because this is a router, the NSAP address is called a NET address.

MexRtrl(config-router)#net network-entity-title

Because IS-IS does not run IP, it must be enabled on each of the interfaces. This is similar to
telling the routing protocol to advertise the network from the interface. So, with that thought,
you must put this command even on stub interfaces and loopback interfaces if you want the
network to be advertised. The command also enables the interface to use CLNS to communi-
cate to other routers.

MexRtrl(config-if)#ip router isis [area tag]

On a Cisco router, every router defaults to being a Level 1-2 router. If you want to
change the level, the command is:

MexRtrl(config-router)#is-type [Tevel-1 | Tevel-1-2 | Tevel-2-only]

The is-type command changes the level of the router globally from the default of
Level 1-2. If you only want to change the level for a specific circuit or interface, then you
can change the level on an individual interface.

MexRtrl(config-if)#isis circuit-type [level-1 | level-1-2 | level-2-only]

You will generally have to change the metric for an IS-IS router because the default metric
of 10 is used on every interface. Here, you can change the metric per interface or on a global
basis. The first command changes the metric just on an interface.

MexRtrl(config-if)#isis metric metric [delay-metric | expense-metric | error-
metric] [level-1 | Tevel-2]

This command will change the metric on a global basis.

MexRtrl(config-router)#metric default-value [Tevel-1 | Tevel-2]

Summary

You have done it, completed another successful implementation for your network. You have
had to go through quite a few things in this chapter. I described the all communications that
occur in OSPF, including the Hello process, DR election, updating the LSDB, and propagat-
ing changes in the network.
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You learned how to configure OSPF in single and multiple area environments. You
looked at different types of stub areas and learned the special features and limitations
of each one. I then took you through the configuration of OSPF and how to verify the
operation.

Then you turned your attention to IS-IS. The objectives for IS-IS are small in scope, but
the fundamentals of its operation are similar to OSPF. I compared OSPF and IS-IS, showed
you how the routing levels and addressing work in IS-IS, and then covered the router types
and configurations.
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Review Questions

1. What type of message in OSPF provides for neighbor discovery and populated the
neighbor table?

A. Update

B. Hello

C. Acknowledgment
D. Discovery

2. What number does the backbone area of OSPF have to be?

A. 0
B. 1
C. 2
D. 3

3. What is the name of a router that connects multiple OSPF areas together?
A. ASBR
B. Internal
C. Backbone
D. ABR
4. What type of LSA is used by an ASBR when redistributing routes into OSPF in a
standard area?
A. Router (type 1)
B. Network (type 2)
C. External (type 5)
D. External (type 7)

5. What type of stub area allows the inclusion of an ASBR in the area?
A. Stub
B. Totally stub
C. NSSA
D. Not quite stubby

6. More than one process of OSPF can be enabled a single router.
A. True
B. False
C. Notsure
D. All of the above
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7. IS-1S is based on what protocol for its transport?
A. CLNS

B. DEC
C. Banyan Vines
D. IP

8. Cisco supports how many levels of routing with IS-1S?
A 1
B. 2
C. 3
D. 4

9. IS-IS uses what address prefix to specify a private area?

A. 35

B. 39
C. 47
D. 49

10. IS-IS uses less processing power than OSPF does.
A. True
B. False
C. Not sure
D. All of the above
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Answers to Review Questions

N

9.

© g &~ w N

Hello messages are used to provide neighbor discovery and populate the neighbor table.
. Backbone area must be 0.
. In OSPF, the router that connects areas together is called the ABR

. The ASBR uses LSA type 5.

0O 0 9 p W

. An NSSA allows the inclusion of an ASBR.

. More than one process may be enabled; however, they will not route to each other
without redistribution

A. IS-IS uses the OSI protocol CLNS.

B. Cisco only supports two levels of routing (Levels 1 and 2) even though IS-IS has four
total levels of routing.

D. IS-IS has the prefix of 49 specified for private areas.

10. A. IS-IS uses less processing power because it sends few updates.
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Protocols

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Describe the functions and operations of BGP

v Configure or verify BGP operation in a nontransit AS

v Configure BGP path selection including, local preference,
AS-path, weight, or MED attributes




Border gateway protocol (BGP) is the only exterior gateway
routing protocol allowed on the Internet today. BGPv4, to be
exact, is the current version of the protocol. In this section, I
explain the operation of BGP, as well as how and why BGP is used. BGP provides routing
between autonomous systems (AS). It provides a way for ISPs and enterprise networks to be
connected and have reachability. BGP is a path vector protocol; this means that it finds a
path and a direction to a destination AS.

? For up to the minute updates on this chapter, check out www. sybex. com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

BGP Operations

The Internet is simply a huge web of interconnected autonomous systems. They are inter-
connected to provide communication between all of them. Without BGP to provide routing
between these autonomous systems you would have no Internet to surf.

@ Real World Scenario

FutureTech’s Internet Connections

You are in charge of FutureTech’s large enterprise network and need to connect that net-
work to the Internet. You are going to connect the enterprise through multiple ISPs for
redundancy. If the network only needed a single connection to one ISP, then you could use
a simple default route. However, since you need to have multiple connections to multiple
ISPs, using BGP is the appropriate solution. BGP is perfect in this situation because it
allows for the manipulation of the attributes (in BGP, attributes are used instead of metric
values, we will discuss this in much more detail), using metrics and policy based routing
lets you can select the optimal path for your data. Not all of FutureTech's sites will connect
to the Internet using BGP. Only the headquarters and large offices will connect to the Inter-
net with BGP. Many of the smaller offices may have an Internet connection primarily for
sending data, not for being known as a FutureTech office. Those smaller offices connected
to the rest of the enterprise using WAN links and VPNs (I discuss WANs and VPNs in later
chapters). The Dallas office as well as the New York, London, and Brussels offices will be
connected to the Internet using BGP.
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I take you through some of the requirements of BGP so that as you move through the
chapter you can build on the need for these connections.

All of the routing protocols that you have learned about so far have been interior pro-
tocols. To understand BGP, you must understand the ways in which it is different from the
other protocols. You already learned about the two categories that routing protocols fall
into: interior or exterior:

IGP An IGP is a routing protocol that exchanges routing information within an AS.

RIP, IGRP, OSPF, IS-IS, and EIGRP are examples of IGPs.

EGP An EGP is a routing protocol that exchanges routing information between different
autonomous systems. BGP is an example of an EGP.

When Not to Use BGP

For all of the interior protocols I covered thus far, I told you about their uses and what their
strengths are. You got information that allows you can select the best protocol for your
application. For the interior protocols, it was always a matter of which one is the best. But
for exterior protocols, there are applications where you should not to use it at all.

You should not use BGP at all:

= If you have a single connection to a single ISP
= If you don’t have powerful enough routers to run BGP

= If you don’t have staff with a knowledge of how BGP works

When to Use BGP

Now, there are obviously reasons to use BGP, as well. They are pretty much the opposite
of the reasons to not use BGP. The first one is the easiest to decide on. If you have multiple
Internet connections going out and need to control where and how the traffic is being sent,
then the best way to do that is with BGP. The other reasons for using BGP can be more
complex to decide on. In some cases, they are just harder for people’s egos to accept. Ask
yourself these questions when determining to use BGP.

= Do you have the equipment to support it?
= Do you have the staff to support it?

= Does your AS appear to other autonomous systems to have a single coherent interior
routing plan and present a consistent picture of reachable destinations?

Determining whether your equipment can support BPG can depend a little bit on how you
are going to set up BGP. You can set up BGP so that you only get a partial routing table. This
option only places routes in your table that belong to the ISP or ISPs that you are actually
connecting to. You could also include a full routing table with all of the routes that are on
the Internet. I have seen many conflicting counts as to how many routes there really are for the
Internet, but the most common and reliable numbers that I know are between 170,000 and
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200,000 routes on a router that has all of the routes for the Internet. That is a significant num-
ber of routes, and that many routes will take a lot of memory and processing to maintain. You
are going to need a pretty beefy device to handle that kind of traffic.

Having the people on board to run BGP is the most subjective of all. Staff must be capable
of running BGP and not screwing it up. This is hard to quantify. Of course, no one is going
to say they aren’t capable of doing something, and that is where the problems begin. This is
often compared to the chicken and the egg problem. You shouldn’t let anyone work with BGP
that doesn’t have experience doing so, and the people who don’t have experience always ask
how they can get experience if you don’t let them. Hopefully, you will have a few people that
have some experience and can teach others how to operate BGP.

Here is one other thing to think about when you are considering running BGP. Autono-
mous systems often use more than one IGP inside for routing, potentially with several sets
of metrics. From the BGP point of view (and this is important for every system that might be
connecting to yours), the most important thing for your AS is that it appears to other autono-
mous systems to have a single coherent interior routing plan and presents a consistent picture
of reachable destinations. All parts of an AS must connect to each other.

Ways to Connect a Network

When your AS has more than one connection to the Internet, your network is multihoming.
BPG gives you a way to control traffic in and out of your network and permits more the
one connection for reliability. Two typical reasons for multihoming are:

= To increase the reliability of the connection to the Internet. If one connection fails, the
other connection remains available.

= To increase the performance of the connection. Better paths can be used to certain
destinations.

The benefits of BGP are most easily seen when you have an AS that has multiple BGP
connections to either a single AS or multiple autonomous systems. Having multiple connec-
tions allows your network to have redundant connections to the Internet so that if a single
path becomes unavailable, connectivity can still be maintained.

Your network can be multihomed to either a single ISP or to multiple ISPs. A drawback
to having all of your connections to a single ISP is that connectivity problems in or to that
single ISP can cause your AS to lose connectivity to the Internet. By having connections to
multiple ISPs, you gain the following benefits:

= Redundancy with the multiple connections
= Not tied into the routing policy of a single ISP
= More paths to the same networks for better policy manipulation
Once you decide to implement multihoming with BGP, there are three common ways:

1. Each ISP passes only a default route to the AS and that default route is passed to the
internal routers.
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2. Each ISP passes only a default route and provider-owned specific routes to the AS.
These routes may be passed to internal routers, or all internal routers in the transit
path can run BGP and pass these routes between them.

3. Each ISP passes all routes to the AS. All internal routers in the transit path run BGP
and pass these routes between them.

Default Route from ISP

The first multihoming option is to receive only a default route from each ISP. This configu-
ration requires the fewest resources on the devices within the AS. It is also slightly easier for
the administrators because a default route is used to reach any external destinations. The
AS sends all its routes to the ISPs, which process and pass them on to other autonomous
systems. So, all of your local networks will be known outside of your AS, but you will not
know any external routes inside of your AS.

If a router in the AS learns about multiple default routes, the local interior routing pro-
tocol (IGP, whatever you have running) installs the best default route in the routing table.
For each local router, it will take the default route with the least-cost IGP metric. This IGP
default route routes packets destined to the external networks to an edge router of the AS
that is running BGP with the ISPs. The edge router uses the BGP default route to reach all
external networks. The route that inbound packets take to reach the AS is decided outside
the AS (within the ISPs and other autonomous systems).

To better understand, let’s look at how ISPs are connected together and organized. A
bunch of regional ISPs service smaller areas and towns so that people and businesses can
get Internet connections. The regional ISPs then have multiple connections to national or
international ISPs. The regional ISPs do not use BGP for path manipulation; however, they
require the ability to add new customers, as well as the networks of the customers. This can
be very important if the new customer owns its address space. If the regional ISP does not
use BGP, then each time that regional ISP adds a new set of networks, the customers must
wait until the national ISPs add these networks to their BGP process and place static routes
pointing at the regional ISP. By running BGP with the national or international ISPs, the
regional ISP needs to add only the new networks of the customers to its BGP process. These
new networks automatically propagate across the Internet with minimal delay.

A customer that chooses to receive default routes from all providers must understand the
limitations of this option:

= Path manipulation cannot be performed because only a single route is being received
from each ISP.

= Bandwidth manipulation is extremely difficult and can be accomplished only by manipu-
lating the IGP metric of the default route.

= Diverting some of the traffic from one exit point to another is challenging because all
destinations are using the same default route for path selection.

Default Route and Partial Route Table

In the second design option for multihoming, all ISPs pass default routes and select specific
routes to the AS.
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You can run BGP with an ISP if you want a partial routing table. Generally, you will
receive the networks that the ISP and its other customers own; the AS you are connected to
will send you its routes. The enterprise can also receive the routes from any other AS, if you
choose to have additional routes and the ISP will provide that service.

Major ISPs are assigned between 2,000 and 10,000 classless interdomain routing (CIDR)
blocks of IP addresses from the Internet Assigned Numbers Authority (IANA); they reassign
these addresses to their customers. If the ISP passes this information to a customer that wants
only a partial BGP routing table, the customer can redistribute these routes into its IGP. This
can be the major benefit because the internal routers of the customer (the routers not run-
ning BGP) can then receive these routes via redistribution. They can then use those routes to
find the nearest exit point, based on the best metric of specific networks instead of taking the
nearest exit point based on the default route. Acquiring a partial BGP table from each pro-
vider is beneficial because path selection will be more predictable than when using a default
route. It just takes more resources on your devices and you have to manage the additional
routing load.

Full Route Table

In the third multihoming option, all ISPs pass all routes to the AS, and BGP is run on at
least all of the routers in the transit path through your AS. This option allows the internal
routers of the AS to take the path to the best ISP for each route. This type of configuration
requires a lot of resources within the AS because it must process all the external routes. The
AS sends all its routes to the ISPs, which process the routes and pass them to other autono-
mous systems. This has the best route response and path selection but again has the most
overhead and is the most work for you.

Path Vectors

Internal routing protocols announce a list of networks and the metrics to get to each net-
work. One of things that I love about BGP is that its routers exchange network reachability
information, called path vectors. Path vectors are made up of attributes. The path vector
information includes a list of the full path of BGP AS numbers (hop by hop, called the AS-
path) necessary to reach a destination network and the networks that are reachable at the
end of the path. That is one of the biggest differences you have to learn or remember about
BGP. BGP does not tell you how to get to a specific network, like the IGPs you learned
about. BGP simply tells you how to get to an AS. The information BGP carries about the
AS are the network prefixes that are in the AS. So, if you compare this to an IGP, the IGP
gives you the destination network in the route. When you get information from BGP, it
gives you a destination AS and then tells you what networks are in that AS.

Other attributes include the IP address to get to the next AS (the next-hop attribute)
and an indication of how the networks at the end of the path were introduced into BGP
(the origin code attribute). The AS path information is useful to construct a graph of loop-
free autonomous systems and is used to identify routing policies so that restrictions on
routing behavior can be enforced based on the AS path.
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BGP allows routing-policy decisions at the AS level to be enforced. These policies can
be implemented for all networks owned by an AS, for a certain CIDR block of network
numbers (prefixes), or for individual networks or subnetworks.

BGP specifies that a BGP router can advertise to neighboring autonomous systems only
those routes that it uses itself. This rule reflects the hop-by-hop routing paradigm that the
Internet uses. The hop-by-hop routing paradigm does not support all possible policies. For
example, BGP does not enable one AS to send traffic to a neighboring AS intending that the
traffic take a different route from that taken by traffic that originates in that neighboring
AS. In other words, you cannot tell a neighboring AS to route traffic differently than you
would route the traffic, but you can tell your traffic how to get to a neighboring AS. BGP
can support any policy that conforms to the hop-by-hop routing paradigm.

BGP Transmissions

None of the other routing protocols that I have told you about use TCP for a transport pro-
tocol. However, BGP does use TCP as its transport protocol, which provides connection-
oriented reliable delivery. BGP assumes that its communication is reliable; therefore, it does
not have to implement separate retransmission or error recovery mechanisms like OSPF does.
BGP uses TCP port 179. Two routers running BGP form a TCP connection with each another
and exchange messages to open and confirm the connection parameters. Once those two BGP
routers have established this session, they are called peer routers or neighbors.

After the connection is made, BGP peers exchange full routing tables. However, because
the connection is reliable, BGP peers subsequently send only changes (incremental or trig-
gered updates) after that. Reliable links do not require periodic routing updates; therefore,
routers use triggered updates instead. BGP sends keepalive messages, similar to the hello
messages sent by OSPF, IS-IS, and EIGRP.

The TCP Advantage

BGP is the only IP routing protocol that uses TCP as its transport layer protocol. OSPF, IGRP,
and EIGRP reside directly above the IP layer, and RIP version 1 (RIPv1) and RIP version 2
(RIPv2) use User Datagram Protocol (UDP) for their transport layer.

OSPF and EIGRP have their own internal processes to ensure that update packets are
explicitly acknowledged. A downside of these protocols is they use a one-for-one window.
If OSPF or EIGRP have more than one packet to send, a second packet cannot be sent until
the router receives an acknowledgment for the first update packet. This process would

be very inefficient and cause unacceptable latency if thousands of update packets had

to be exchanged, especially over a slow link. OSPF and EIGRP would not normally have
thousands of update packets to send. EIGRP, for example, can carry about 100 network
entries in one EIGRP update packet. This means if a router sent 100 EIGRP update packets,
it would be sending to as many as 10,000 networks. Most companies don’t have 10,000
subnets in their internetwork, but the potential is there.
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BGP, on the other hand, has more than 170,000 networks (and growing) on the Internet to
advertise and it uses TCP to handle the acknowledgment function. TCP uses a dynamic
window, which allows 65,576 bytes to be outstanding before it stops and waits for an
acknowledgment. For example, if 1,000-byte packets are being sent, BGP would stop and
wait for an acknowledgment only when 65 packets had not been acknowledged, when
using the maximum window size.

TCP is designed to use a sliding window, where the receiver will acknowledge at the halfway
point of the sending window. This method allows any TCP application, such as BGP, to con-
tinue to stream packets without having to stop and wait, as OSPF or EIGRP would require.

BGP Tables

BGP keeps its own tables to store BGP information that it receives from and sends to other
routers, including a neighbor table, a BGP table (also called a forwarding database or topology
database), and an IP routing table.

For BGP to establish an adjacency, you must configure it explicitly for each neighbor.
BGP forms a TCP relationship with each of the configured neighbors and keeps track of
the state of these relationships by periodically sending a BGP/TCP keepalive message. By
default, BGP sends BGP/TCP keepalives every 60 seconds.

After establishing an adjacency, the neighbors exchange the BGP routes that are in their
IP routing table. Each router collects these routes from each neighbor that successfully
establishes an adjacency and then places them in its BGP forwarding database. All routes
that have been learned from each neighbor are placed into the BGP forwarding database.
The best routes for each network are selected from the BGP forwarding database using the
BGP route selection process and then offered to the IP routing table.

Each router compares the offered BGP routes to any other possible paths to those networks,
and the best route, based on administrative distance, is installed in the IP routing table.

EBGP routes (BGP routes learned from an external AS) have an administrative dis-
tance of 20. IBGP routes (BGP routes learned from within the AS) have an administrative
distance of 200.

BGP Messages

The four BGP message types are:
=  Open

= Keepalive

= Update

=  Notification
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After a TCP connection is established, the first message sent by each side is an open mes-
sage. If the open message is acceptable, the side that receives the message sends a keepalive
message confirming the open message. After the receiving side confirms the open message
and establishes the BGP connection, the BGP peers can exchange any update, keepalive, and
notification messages.

BGP peers initially exchange their full BGP routing tables. Incremental updates are sent
only after topology changes in the network. BGP peers send keepalive messages to ensure
that the connection between the BGP peers still exists; they send notification packets in
response to errors or special conditions.

Table 7.1 contains more details about the different types of BGP messages.

TABLE 7.1 BGP Messages

Message Type Content Comments

Open message Version number The suggested version number. The
highest common version that both
routers support is used. Most BGP
implementations today use BGP4.

AS number The AS number of the local
router. The peer router verifies
this information. If it is not the AS
number that is expected, the BGP
session is torn down.

Hold time Maximum number of seconds that
can elapse between the successive
keepalive and update messages
from the sender. On receipt of an
open message, the router calcu-
lates the value of the hold timer
by using whichever is smaller: its
configured hold time or the hold
time that was received in the open
message.

BGP router ID This 32-bit field indicates the BGP
ID of the sender. The BGP ID is
an IP address that is assigned to
that router, and it is determined at
startup. The BGP router ID is cho-
sen in the same way that the OSPF
router ID is chosen: it is the high-
est active IP address on the router
unless a loopback interface with an
IP address exists. In this case, the
router ID is the highest loopback IP
address. The router ID can also be
statically configured.
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TABLE 7.1 BGP Messages (continued)
Message Type Content Comments
Optional These parameters are type, length,
parameters and value (TLV)-encoded. An
example of an optional parameter is
session authentication.
Keepalive BGP keepalive messages are If the negotiated hold-time interval
message exchanged between BGP peers is 0, then periodic keepalive mes-

Update message

Notification
message

often enough to keep the hold
timer from expiring.

A BGP update message has infor-
mation on one path only; multiple
paths require multiple update
messages.

Withdrawn routes

Path attributes

Network-layer reachability
information

A BGP notification message

is sent when an error condition is
detected; the BGP connection

is closed immediately after

this is sent.

sages are not sent. A keepalive
message consists of only a mes-
sage header.

All the attributes in the update
message refer to that path, and
the networks are those that can

be reached through it. An update
message can include withdrawn
route, path attribute, and network-
layer reachability fields.

This list displays IP address pre-
fixes for routes that are withdrawn
from service, if any.

These attributes include the AS
path, origin, local preference,

and so on (as described later in
this module). Each path attribute
includes the attribute TLV. The
attribute type consists of the attri-
bute flags, followed by the
attribute type code.

This field contains a list of IP
address prefixes that are reachable
by this path.

Notification messages include an
error code, an error subcode, and
data that are related to the error.
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Types of BGP Connections

BGP can be used two different ways, internally or externally. The nice thing is BGP is con-
figured the same way, regardless of the type you use. When BGP is running between routers
in different autonomous systems, it is called external BGP (EBGP). When BGP is running
between routers in the same AS, it is called internal BGP (IBGP). BGP allows the path that
packets take to be manipulated by the AS. It is important to understand this works to avoid
creating problems for your AS as you run BGP. There isn’t a router anywhere that can handle
being connected or communicating with every router that runs BGP. If you tried to connect
to all of them, you would be connecting to the thousands of routers that run BGP and are
connected to the Internet, with more than 21,000 autonomous systems. Let’s take a look.

BGP Speaker A BGP router forms a direct neighbor relationship with a limited number
of other BGP routers. Through these BGP neighbors, a BGP router learns of the paths
through the Internet to reach any advertised network. Any router that runs BGP is known
as a BGP speaker.

BGP Peer The term BGP peer has a specific meaning: a BGP speaker that is configured to
form a neighbor relationship with another BGP speaker for the purpose of directly exchanging
BGP routing information with each other. A BGP speaker has a limited number of BGP neigh-
bors with which it peers and forms a TCP-based relationship.

BGP Neighbor BGP peers are also known as BGP neighbors and can be either internal or
external to the AS. A BGP peer must be configured with a BGP neighbor command. The
administrator instructs the BGP speaker to establish a relationship with the address listed
in the neighbor command and to exchange the BGP routing updates with that neighbor.

EBGP Neighbor You will recall that when BGP is running between routers in different
autonomous systems, it is called EBGP. By default, routers running EBGP are directly con-
nected to each other.

An EBGP neighbor is a router outside this AS; an IGP is not run between the EBGP neigh-
bors. For two routers to exchange BGP routing updates, the TCP-reliable transport layer on
each side must successfully pass the TCP three-way handshake before the BGP session can be
established. Therefore, the IP address used in the BGP neighbor command must be reachable
without using an IGP, which can be accomplished by pointing at an address that is reachable
through a directly connected network or by using static routes to that IP address. Generally,
the neighbor address that is used is the address on a directly connected network.

IBGP Neighbor Recall that BGP that runs between routers within the same AS is
called IBGP. IBGP runs within an AS to exchange BGP information so that all BGP
speakers have the same BGP routing information about outside autonomous systems.

Routers running IBGP do not have to be directly connected to each other as long as they
can reach each other so that TCP handshaking can be performed to set up the BGP neighbor
relationships. The IBGP neighbor can be reached by a directly connected network, static
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routes, or by the internal routing protocol. Because multiple paths generally exist within
an AS to reach the other IBGP routers, a loopback address is generally used in the BGP
neighbor command to establish the IBGP sessions.

IBGP in a Transit AS

BGP was originally intended to run along the borders of an AS with the routers in the
middle of the AS ignorant of the details of BGP (hence the name border gateway protocol).
A transit AS, such as the one in Figure 7.1, is an AS that routes traffic from one external AS
to another external AS. Typically, transit autonomous systems are Internet service providers
(ISPs). All routers in a transit AS must have complete knowledge of external routes. Theo-
retically, one way to achieve this goal is to redistribute BGP routes into an IGP at the edge
routers. However, this approach has problems.

@ Real World Scenario
Oops . . . FutureTech Shouldn’t Be Doing This

You have just discovered that the FutureTech AS is acting as a transit AS. In Figure 7.1,
you can see that AS 65043 is the FutureTech network. FutureTech is peered with two
ISPs. The ISPs are represented as AS 65081 and AS 64076. FutureTech’s being a transit
AS means that it is letting the two ISPs pass data back and forth between the ISP’s net-
works. This type of arrangement could be set up if the FutureTech network could handle
the traffic load. However, the ISPs would have to compensate FutureTech for allowing
them to pass data across its AS. This is the exact type of arrangement that ISPs make
between one another. The connections and agreements between ISPs allowing data to be
passed back and forth is the actual backbone of the Internet; without these connections
we would have no Internet. Not very often though does a private company have this sort
of agreement with ISPs. In this case, you've discovered that FutureTech does not have an
agreement and is not being compensated. The last network engineer that set the peering
up did it wrong. You've just found something else you are going to have to fix.

Because the current Internet routing table is very large, redistributing all the BGP routes
into an IGP is not a scalable method for the interior routers within an AS to learn about the
external networks. The best method you can use to carry the BGP routes across the AS is to
run IBGP on the routers within the AS.

IBGP in a Nontransit AS

A nontransit AS, such as an organization that is multihoming with two ISPs, does not pass
routes between the ISPs. However, the BGP routers within the AS still require knowledge of
all BGP routes passed to the AS to make proper routing decisions.
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FIGURE 7.1 TransitAS
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typically an ISP.

AS 65043—FutureTech

BGP does not work in the same manner as IGPs. Because the designers of BGP could not
guarantee that an AS would run BGP on all routers, a method had to be developed to ensure
that IBGP speakers could pass updates to one another while ensuring that no routing loops
would exist.

To avoid routing loops within an AS, BGP specifies that routes learned through IBGP
are never propagated to other IBGP peers.

Recall that the neighbor command enables BGP updates between BGP speakers. By
default, each BGP speaker is assumed to have a neighbor statement for all other IBGP
speakers in the AS, which is known as full mesh IBGP. Look at Figure 7.2, you can see
this type of network as well.

@ Real World Scenario
The Nontransit AS Fix

Now you have reconfigured to the nontransit AS that FutureTech’s devices should be.

In the nontransit AS, FutureTech has connections to multiple ISPs. Those ISPs provide
redundancy and load balancing capabilities. In Figure 7.2, you can see that FutureTech is
again AS 65043, but now traffic is not allowed to pass between the ISP networks using
FutureTech as a path. If the two ISPs need to pass data between one another, they must
have their own connection and agreement to do so.

If the sending IBGP neighbor is not fully meshed with each IBGP router, the routers that
are not peering with this router will have different IP routing tables from the routers that are
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peering with it. The inconsistent routing tables can cause routing loops or routing black holes,
because the default assumption by all routers running BGP within an AS is that each BGP
router is exchanging IBGP information directly with all other BGP routers in the AS.

FIGURE 7.2 Nontransit AS
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AS 65043 is a nontransit AS
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an enterprise network.

AS 65043—FutureTech

If all IBGP neighbors are fully meshed, when a change is received from an external AS,
the BGP router for the local AS is responsible for informing all other IBGP neighbors of the
change. IBGP neighbors that receive this update do not send it to any other IBGP neighbor,
because they assume that the sending IBGP neighbor is fully meshed with all other IBGP
speakers and has sent each IBGP neighbor the update.

IBGP Full and Partial Mesh

The top portion of Figure 7.3 shows IBGP update behavior in a partially meshed neighbor
environment.

@ Real World Scenario

Making Sure All Your Routers Are Up To Date

Even in a network the size of FutureTech'’s, not all of the routers will learn or know about
every network that exists outside of the FutureTech AS. There are far too many networks to
know, and not all of the routers you use will be able to handle that load. However, the rout-
ers that connect FutureTech to the ISPs must be able to communicate and share the BGP
routing information. For this reason, you set up IBGP between the routers that connect to
the ISP routers. Figure 7.3 shows how you've set up the routers in the Dallas office. There
is a rule for how IBGP routers can share updates; the routers must all be fully meshed. This
rule prevents loops and also prevents a break in the path through the AS.
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FIGURE 7.3 Partial Mesh vs. Full Mesh
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DalRtr1 receives a BGP update from ISP1. DalRtr1 has two IBGP neighbors, DalRtr2 and
DalRtr3, but does not have an IBGP neighbor relationship with DalRtr4. DalRtr2 and DalRtr3
learn about any networks that were added or withdrawn behind DalRtr1. Even if DalRtr2 and
DalRtr3 have IBGP neighbor sessions with DalRtr4, they assume that the AS is fully meshed
for IBGP and do not replicate the update and send it to DalRtr4.

Sending an IBGP update to DalRtr4 is the responsibility of DalRtr1 because it is the router
with firsthand knowledge of the networks in and beyond AS 65076. DalRtr4 does not learn of
any networks through DalRtr1 and will not use DalRtr1 to reach any networks in AS 65076 or
other autonomous systems behind AS 65076.

In the lower portion of Figure 7.3, IBGP is fully meshed. When DalRtr1 receives an update
from ISP1, it updates all three of its IBGP peers, DalRtr2, DalRtr3, and DalRtr4. The IGP

is used to route the TCP segment containing the BGP update from DalRtr1 to DalRtr4 as
the routers are not directly connected. The update is sent once to each neighbor and not
duplicated by any other IBGP neighbor, which reduces unnecessary traffic. In fully meshed
IBGP, each router assumes that every other internal router has a neighbor statement that
points to each IBGP neighbor.

Now the path through the FutureTech AS is complete from one side to the other.
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TCP and Full Mesh

TCP was selected as the transport layer for BGP because TCP can move a large volume of
data reliably. With the very large full Internet routing table changing constantly, using TCP
for windowing and reliability was determined to be the best solution, as opposed to develop-
ing a BGP one-for-one windowing capability like OSPF or EIGRP.

TCP sessions cannot be multicast or broadcast because TCP has to ensure the delivery of
packets to each recipient. Because TCP cannot use broadcasting, BGP cannot use it either.

Since each IBGP router needs to send routes to all the other IBGP neighbors in the same
AS (so that they all have a complete picture of the routes sent to the AS) and they cannot
use broadcast, they must use fully meshed BGP (TCP) sessions.

When all routers running BGP in an AS are fully meshed and have the same database as a
result of a consistent routing policy, they can apply the same path selection formula. The path
selection results will therefore be uniform across the AS. Uniform path selection across the
AS means no routing loops and a consistent policy for exiting and entering the AS.

BGP Attributes

As I talked about earlier, BGP routers send BGP update messages about destination networks
to other BGP routers. The BGP update messages contain one or more routes and a set of BGP
metrics attached to the routes. The BGP metrics again are called path attributes.

Concept: Path Attributes

An attribute can be either well known or optional, mandatory or discretionary, and transitive
or nontransitive. An attribute may also be partial. Only optional transitive attributes can be
marked as partial.

The path attributes fall into the following four categories:

=  Well-known mandatory

=  Well-known discretionary
=  Optional transitive

=  Optional nontransitive

Every router that has BGP implemented must recognize a well-known attribute and propa-
gate it to the other BGP neighbor routers. Well-known attributes are either mandatory or
discretionary. A well-known mandatory attribute must be present in all BGP updates. A well-
known discretionary attribute does not have to be present in all BGP updates.
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Attributes that are not well known are called optional. BGP routers do not have to support
an optional attribute. Optional attributes are either transitive or nontransitive. You have to
remember the implementation rules of optional attributes:

= BGP routers that implement the optional attribute may propagate it to the other BGP
neighbors, based on its meaning.

= BGP routers that do not implement an optional transitive attribute should pass it to
other BGP routers untouched and mark the attribute as partial.

= BGP routers that do not implement an optional nontransitive attribute must delete the
attribute and must not pass it to other BGP routers.

TABLE 7.2 BGP Path Attribute Categories

Category Path Attribute

Well-known mandatory attributes Autonomous system (AS) path
Next-hop
Origin

Well-known discretionary attributes Local preference

Atomic aggregate

Optional transitive attribute Aggregator
Optional nontransitive attribute Multi-exit discriminator (MED)
Weight

The weight attribute is a Cisco-proprietary attribute that defines the path selection pro-
cess. The weight is configured locally on a router and is not propagated to any other
routers. This attribute is specifically used for cases when you have one router configured
with multiple exit points out of an AS. You will see this differs from the local preference
attribute (next attribute I define), which is used when you have two or more routers that
are providing multiple exit points.

The weight can have a value from 0 to 65535. Paths that the router originates have a
weight of 32768 by default, and other paths have a weight of 0 by default. Routes with
a higher weight are preferred when multiple routes exist to the same destination. Take a
look at Figure 7.4; you can see the type of situation that I am referring to.
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@ Real World Scenario
Path Selection Using Weight

You're back working at the Dallas office again. The guys in the Dallas office get to be
your guinea pigs for all of these things. Say you have two paths out of the Dallas office.
You want one of them to be used as the primary link when sending data to a given set of
destinations and the other path to be the backup. You modify the weight value so that the
path you want to be the primary would have a higher weight than the other path. Right
now, you just modify the weight value. Hang on to that little nugget of information. Later
in the chapter, when you look at the route maps, you may decide to use the route maps to
modify the attributes.

FIGURE 7.4 Weight Attribute

AS 65076
ISP1
AS 65043 - [
DalRtr1
. 9 T~ T e )
e Uy
Weight can be used to ISP2

determine which path out
of the AS is the best to use.

Local Preference

Local preference is a well-known discretionary attribute, meaning that it will be in all
implementations of BGP. This attribute provides an indication to routers in the AS (in
case where there are multiple routers with paths out of the AS, unlike the weight attri-
bute) about which path is preferred to exit the AS. A path with a higher local preference
is preferred.

The local preference is an attribute that is configured on a router and exchanged
among routers within the same AS only. For a Cisco router, the default value for local
preference is 100. Compare Figure 7.5 with Figure 7.4; you can see how local preference
differs from weight.
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@ Real World Scenario

Path Selection Using Local Preference

Still in the Dallas office, but now you learn about a destination network in AS 65045 from
two different autonomous systems. Here you decide to use local preference to set your
preferred routing. In Figure 7.5, you can see that FutureTech is connected with two ISPs.
Since you learned about the network from both of the ISPs, you consider modifying the
local preference to pick which ISP you want to send the data through to reach the destina-
tion in AS 65045.

You ask yourself, “Why would | pick one ISP over the other?” Great question, and the
answer can vary. Consider your local conditions; most often one ISP has a better connec-
tion or one of the ISPs links is cheaper and you will want to use it more often.

FIGURE 7.5 Local Preference Attribute
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Origin
The origin attribute defines the origin of the path information. The origin attribute can be
one of the three values listed in Table 7.3.
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TABLE 7.3 Origin Attribute BGP Values

Value Definition

IGP The route came from inside the originating AS. You will typically
see this type of result when the network command is used to
advertise the route via BGP. An origin of IGP is indicated with an
“i” in the BGP table.

EGP This type of route was learned via EGP. This type is displayed with
an “e” in the BGP table. EGP is considered a historical routing
protocol and is not supported on the Internet because it performs
only classful routing and does not support classless interdomain

routing (CIDR).

Incomplete The origin of the route is unknown or has been learned by some
other means. This value usually results when a route is redistrib-
uted into BGP. An incomplete origin is indicated with a question
mark (?) in the BGP table.

AS-Path

The AS-path attribute is a well-known mandatory attribute. Whenever a route update
passes through an AS, the AS number is prepended (added to the front of the AS list in the
attribute field) to that update when it is advertised to the next external border gateway pro-
tocol (EBGP) neighbor. The AS-path attribute is actually the list of AS numbers that a route
has traversed to reach a destination, with the number of the AS that originated the route at
the end of the list. Figure 7.6, shows you an example of what I mean.

FIGURE 7.6 AS-Path Attribute
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This attribute has two very important features that it performs. The first, in no particular
order, is to provide a type hop count for autonomous systems. This can provide BGP with a
way of determining distance in the number of systems that are traversed to get to a destina-
tion. The second feature that is provided by the AS-path attribute is loop avoidance. Because
each of the systems that an update passed through adds its AS number to the list, an AS will
know if the update passes through a second time because its number will already be present.

Multi-Exit Discriminator

The multi-exit discriminator (MED) attribute, also called the metric, is an optional non-
transitive attribute.

The MED is an indication to EBGP neighbors about the preferred path into an AS. The
MED attribute is a dynamic way to influence another AS about which path it should choose
to reach a certain route when multiple entry points into an AS exist. A lower metric is pre-
ferred. Figure 7.7 shows you an example of this type of setup.

@ Real World Scenario

Using the MED Attribute

You've been assigned to work in the Dallas and the New York offices. The two offices are
connected with the FutureTech AS by a MPLS WAN connection. Both offices also have Inter-
net connections out to the same ISP. It is common to learn the same destination routes from
the ISP through both of the Internet connections. However, the New York office often sends
a bunch of data to a partner company also located in New York. The ISP has a better path to
this partner company from its NY location. There is no reason for FutureTech’s NY office to
send its data across the WAN to Dallas, where the data would be sent to the ISP only to be
carried back to NY in the ISP’s AS. Even though it’s not commonly used, for this case you
set up MED to be used by the ISP routers. When the ISP advertises the routes for the partner
company, the update coming from the ISP-NY1 router now has a higher MED value than the
route coming from the ISP-Da11 router. The New York office will now see the route through
ISP-NY1 as the better route out of the FutureTech network to the partner company.

FIGURE 7.7 MED Attribute
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Unlike local preference, the MED is exchanged between autonomous systems. The MED
is sent to EBGP peers; those routers propagate the MED within their AS, and the routers
within the AS use the MED but do not pass it on to the next AS. When the same update is
passed on to another AS, the metric is set back to the default of 0.

MED influences inbound traffic to an AS, and local preference influences outbound
traffic from an AS.

By default, a router compares the MED attribute only for paths from neighbors in the
same AS.

Next-hop

The BGP next-hop attribute is a well-known mandatory attribute that indicates the next-hop
IP address that is to be used to reach a destination.

BGP routes AS by AS, not router by router. The next-hop address of a network from
another AS will be an IP address of the entry point of the next AS along the path to that
destination network.

Choosing a Path

Multiple paths may exist to reach a given network. As paths for the network are evaluated,
those determined not to be the best path are eliminated from the selection criteria but kept
in the BGP forwarding table (which can be displayed using the show ip bgp command) in
case the best path becomes inaccessible.

BGP is not designed to perform load balancing; paths are chosen because of policy, not
based on bandwidth. The BGP selection process eliminates any multiple paths until a single
best path is left.

The best path is submitted to the routing table manager process and is evaluated against
any other routing protocols that can also reach that network. The route from the source
with the lowest administrative distance is installed in the routing table.

The decision process is based on the attributes described earlier.

After BGP receives updates about different destinations from different autonomous
systems, it decides the best path to choose to reach a specific destination. BGP chooses
only a single best path to reach a destination.

The decision process is based on the BGP attributes. When faced with multiple routes to
the same destination, BGP chooses the best route for routing traffic toward the destination.
BGP considers only (synchronized) routes with no AS loops and a valid next hop. The follow-
ing process summarizes how BGP chooses the best route on a Cisco router:

1. Prefer the route with the highest weight. (Recall that the weight is proprietary to Cisco
and is local to the router only.)

2. If multiple routes have the same weight, prefer the route with the highest local preference.
(Recall that the local preference is used within an AS.)

3. If multiple routes have the same local preference, prefer the route that the local router
originated. A locally originated route has a next hop of 0.0.0.0 in the BGP table.
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If none of the routes were locally originated, prefer the route with the shortest AS path.
5. If the AS path length is the same, prefer the lowest origin code:
IGP < EGP < incomplete

6. If all origin codes are the same, prefer the path with the lowest MED. (Recall that the
MED is exchanged between autonomous systems.)

7. The MED comparison is made only if the neighboring AS is the same for all routes
considered, unless the bgp always-compare-med command is enabled.

If the routes have the same MED, prefer external paths (EBGP) to internal paths (IBGP).

9. If synchronization is disabled and only internal paths remain, prefer the path through
the closest IGP neighbor. This step means that the router will prefer the shortest internal
path within the AS to reach the destination (the shortest path to the BGP next hop).

10. For EBGP paths, select the oldest route to minimize the effect of routes going up and
down (flapping).

11. Prefer the route with the lowest neighbor BGP router ID value.
12. If the BGP router IDs are the same, prefer the router with the lowest neighbor IP address.

Only the best path is entered in the routing table and propagated to the BGP neighbors
of the router.

@ Real World Scenario

Seven Paths

For example, suppose there are seven paths to reach network 10.0.0.0 from the London
office. All of the paths are learned by the edge router in London. The edge router must
use the path selection process to choose which path is the best.

All paths have no AS loops and have valid next-hop addresses, so all seven paths pro-
ceed to Step 1, which examines the weight of the paths.

All seven paths have a weight of 0, so they all proceed to Step 2, which examines the local
preference of the paths. Four of the paths have a local preference of 200, and the other
three have local preferences of 100, 100, and 150.

The four with a local preference of 200 will continue the evaluation process to the next
step. The other three will still be in the BGP forwarding table but are currently disqualified
as the best path.

BGP will continue the evaluation process until only a single best path remains. The single
best path that remains will be submitted to the IP routing table as the best BGP path.
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Route Maps

Route maps are similar to access control lists (ACL), but they give you much more flexibil-
ity and power for editing. In many ways, they work like an ACL but route maps are more
complex. I like to think of them as more powerful rather than more complex, because com-
plex makes them sound scary—and they shouldn’t be. True, they are more involved to con-
figure, but that is usually due to the fact that you are familiar with ACLs. They are similar
to a scripting language in that they use if-then logic.

A route map statement is comparable to a statement in an ACL, but in a route map they
are numbered for easier editing. It is like the numbering you have in a named or sequenced
ACL. You can add or remove lines in the map easily with the numbered statements. Route
maps offer top-down processing and, when a match occurs, further processing of state-
ments stops. To make keeping track of the route maps less complicated, they are all named;
you don’t have to keep track of number ranges (and what they mean) as you must in ACLs.

In an ACL the statement, the entire statement is included in the one line. With a route
map, when you create a statement, it will includes other lines, the match and set lines.
These additional lines are what provide the flexibility and power. You can match (or spec-
ify) much more than just a source or destination IP address in a route map. The set com-
mand allows you to not only permit or deny something but to modify actions. You will get
a look at many of these options in just a minute.

First, let’s see where and for what purpose you can use route maps. You saw in Chap-
ter 4 that a route map can be used for redistribution. Using a route map in redistribution
allows you the control to select through the matching process exactly which routes to allow
and not allow.

Route maps also can be used to set and control BGP routing policy. BGP attributes can
be changed with route maps. Route maps can control which updates and information are
exchanged between BGP peers or neighbors.

Concept: Using a Route Map to Manipulate Attributes

Remember earlier in the chapter | mentioned that | would bring up modifying BGP attributes
with a route map. Now you will see through the use of a route map you can match specific
destination networks that are learned from other autonomous systems and then set dif-
ferent attribute values. | have used the words match and set specifically in this case. In the
coming section when you configure a route map, you will see those are the commands that
are used; the match and set commands.

The last application of route maps that you will learn about is one called policy-based
routing (PBR). This is a very cool feature where you can match traffic based on many things
such as source address, destination address, protocol type, or application. When you have
traffic that matches one of these things, you can use the set command to define an interface or
next-hop address to which you want the traffic sent to. This really means that you can select
traffic and have it sent differently that it might have been sent by the routing table or process.



BGP Operations 2n

Configuring a Route Map

Let’s take a look at some of these commands so that we can start to put the pieces together.
The route-map command looks like this:

route-map map-tag [permit | deny] [sequence-number]

The map-tag parameter specifies the name of the route map; all of the statements within a
route map include this name to tie them together as a single route map. The name is similar to
the ACL number that is used to identify all of the statements that make up an ACL.

The permit or deny parameters determine whether the route map will evoke the
specified action in the set command. A packet that is permitted by a route map statement
may be allowed to go through the redistribution process, or to be routed to a different
neighbor; it depends on the purpose of the route map. A packet that is denied by the route
map or doesn’t match any statements (which means it matches the implicit deny at the
end of the list) will not be routed with any policy-based routing decision or to be redis-
tributed depending on the use of the route map. In the case of PBR, maps that are put in
place to route specific types of traffic differently send traffic via a special routing process
when a match is found. Traffic that doesn’t match the map is sent back to the routing
table for normal routing. So in a route map, a deny setting doesn’t always mean that the
traffic will be dropped, like it does with an access list.

The last parameter in the command is the sequence number. The sequence number
is used to keep track of the statements and make editing them easier. You can specify a
statement by number and remove it. You add a new statement between two existing state-
ments. For this reason, the statements are normally identified using sequence numbers that
upcount by 10. The first statement would be sequence number 10, the second 20, and so
on. If you do not specify a sequence number in the command line, the default numbering
up count by 10.

Once you have entered the route-map command, you will be placed into a route map
configuration mode. In route map configuration mode, you can configure the match and
set commands for the statement. Those commands are simply match {conditions} and set
{actions}. Table 7.4 and Table 7.5 list some of the match and set parameters that can be used
to configure a route map. Not all of them can be used for every map. Some are for redistribu-
tion, while others are specifically for use with BGP.

TABLE 7.4 Match Command Parameters for Route Maps

Command Description
match community Matches a BGP community
match interface Matches any routes that have the next-hop out of one of the

interfaces specified

match ip address Matches any routes that have a destination network number
address that is permitted by a standard or extended ACL
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TABLE 7.4 Match Command Parameters for Route Maps (continued)

Command Description

match ip next-hop Matches any routes that have a next-hop router address that
is passed by one of the ACLs specified

match ip route-source Matches routes that have been advertised by routers and
access servers at the address that is specified by the ACLs

match Tength Matches based on the Layer 3 length of a packet
match metric Matches routes with the metric specified

match route-type Matches routes of the specified type

match tag Matches tag of a route

TABLE 4.5 Set Command Parameters for Route Maps

Command Description

set as-path Modifies an AS-path for BGP routes

set automatic-tag Computes automatically the tag value

set community Sets the BGP communities attribute

set default interface Indicates where to output packets that pass a match clause

of a route map for policy routing and have no explicit route
to the destination

set interface Indicates where to output packets that pass a match clause
of a route map for policy routing

set ip default next-hop Indicates where to output packets that pass a match clause
of a route map for policy routing and for which Cisco I0S
software has no explicit route to a destination

set ip next-hop Indicates where to output packets that pass a match clause
of a route map for policy routing

set Tevel Indicates where to import routes for IS-I1S and OSPF

set local-preference Specifies a BGP local preference value
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TABLE 4.5 Set Command Parameters for Route Maps (continued)

Command Description

set metric Sets the metric value for a routing protocol

set metric-type Sets the metric type for the destination routing protocol
set tag Sets tag value for destination routing protocol

set weight Specifies the BGP weight value

Creating Match Statements

A single route map statement can have more than one match or set command used in it. A
single match statement can have more than one condition used within it. Let’s take a look at a
hypothetical route map that we might use to perform policy-based routing. For this example,
it isn’t important where we are going to implement it, just how we can write the statements.

RouterA(config)#route-map test permit 10
RouterA(config-route-map)#match ip address D E F
RouterA(config-route-map)#match ip address G H I

You can see in the example, two match lines are under route map statement 10. Now
in the first match statement, I used the letters D, E and F to represent potential IP addresses
that are to be matched. When you have more than one match condition in the same line,
each condition is looked at individually. An OR function is used to determine the match.
So, during the processing of the statement this first match line would be looked at and the
subject IP address would be compared. Does the IP address match D OR E OR F? If any one
of them is a match, then this line would be considered a match. If this were the only match
line, then processing would stop and the set command would be looked at. Because there is
a second match line in our example, the comparison must go on.

When there is more than one match command, the lines are used in conjunction with
each other. A logical AND is used between the lines. In the example, one of the conditions
from the first match line would have had to match to trigger processing of the second line.

Let’s say that the IP address matched IP address E. So now the second match line comes
into play. The comparison now requires that the address match E AND G OR H OR I. For
a route map statement to match, then something from this second line must match. The
result might be that E AND G match. In that case, the statement would have a match, and
we could move on to the set portion of the statement. If our IP address only matched some-
thing in the first line and nothing in the second line, then there is not match and processing
would continue to the next statement, if there was one.
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Creating Set Statements

The set lines in a statement work exactly the same way. You can have more than one set
line and a logical AND would be applied to the lines. If there is more than one condition on
a single line, then a logical OR is applied to the conditions. To continue with the example
of policy based routing, I’ve added a set statement.

RouterA(config)#route-map test permit 10
RouterA(config-route-map)#match ip address D E F
RouterA(config-route-map)#match ip address G H I
RouterA(config-route-map)#set serialQ seriall

Now with this set statement in place, when a packet comes through and matches a
condition from each one of the match lines, processing continues down to the set state-
ment. The set line then controls which interface will be used to send the traffic. With the
set statement, I configured, the traffic will be sent out Serial0. If for some reason Serial0
is down and cannot be used, then the traffic will be sent out Seriall.

Implementing a Route Map

The last thing that you need to know is how to implement a route map—how to tie the
map to an interface or redistribution process. Let’s look at implementing the route map that
I created above. When I created the map, I wanted to implement policy-based routing and
control the flow of data. To do that, the route map has to be placed where data is coming
in. You guessed it, the map must be placed on an interface. So to put a route map named
test on an interface, you would:

RouterA(config)#route-map test permit 10
RouterA(config-route-map)#match ip address D E F
RouterA(config-route-map)#match ip address G H I
RouterA(config-route-map)#set serial0 seriall
RouterA(config-route-map)#interface fa0/0
RouterA(config-if)#ip policy route-map test

Configuring BGP

Now, I want to take you through the configuration steps of enabling BGP and setting up
connections to neighbors. Some of the configuration for BGP is very much like other routing
protocols. You have to enable the protocol with the router command, and add subnets to
the process with the network command.
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Basic Setup

Let’s start off with enabling the routing process. Use the router bgp autonomous-system
command to start the configuration on the router and to add subsequent subcommands to
the routing process in router mode. This command identifies the local autonomous system
(AS) in which this router belongs. You have to tell the router about the AS so it can deter-
mine whether the BGP neighbors that you configure next are IBGP or EBGP neighbors.
The router command does not activate the routing protocol; a neighbor command must be
entered to activate the process. Only one process of BGP can be configured on a single router.

Neighbor Establishment

You will use the neighbor ip-address remote-as autonomous-system command to activate
a BGP session for both external and internal neighboring routers. The ip-address portion of
the command is the IP address of the neighbor you wish to peer with. In the case of making
an EBGP connection, the address should be a directly connected IP address of the neighbor.
This is because there is no routing (IGP) that occurs between the devices. It is possible to use
a static route to make the routers reach one another, but a directly connected network and IP
address is recommended.

The IP address for an IBGP connection can be a directly connected interface but does
not have to be. This is because there is typically an IGP routing protocol running that will
allow the TCP traffic from one BGP router to reach the other. The autonomous-system
number after the remote-as command designates what AS the peer router belongs to. If the
AS number is the neighbor command is different than the AS number in the router bgp
command, then the local router knows the neighbor connection will be an EBGP connec-
tion. If the AS number from the two commands are the same, then the router knows that
the connection will be an IBGP connection.

Administratively Shutting down a Neighbor

If you are going to implement a major policy change to a neighboring router and you
change multiple parameters, you should always administratively shut down the neighbor-
ing router before you implement the changes. Then, once the changes are made, bring back
up the neighboring router. This will prevent the route or the neighbor from flapping and
creating instability in the BGP process. When you need to shut down a neighbor, use the
neighbor ip-address shutdown command. When you are finished and ready to reenable
the neighbor, use the no neighbor ip-address shutdown command to bring back up the
BGP neighbor.

Source and Destination IP Address Assignment

Remember that BGP uses a TCP session to maintain its relationship with neighbors. The TCP
session is only established if the IP addresses that the router sees in the packets are the same as
those you have configured in the neighbor statements. It has to work like this: The BGP neigh-
bor statement that you configure tells the router the destination IP address for each packet
being sent to a neighbor. The router then must decide which IP address will be used as the
source IP address in the BGP packet.
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During the creation of a BGP packet for a neighbor, the router must check the routing
table for the destination network to reach the specific neighbor. In the routing table, the
outbound interface for the destination network is listed, as indicated by routing table that
interfaces IP address is used as the source IP of the BGP packet.

Now when the router on the other end receives the packet from this new neighbor, the
source IP address in the packet is compared to the neighbor statements that you have con-
figured. The IP address must match the address in a corresponding neighbor statement. If
there is a match in a neighbor statement, then the session will be created and a relationship
formed. If no match is found in the neighbor statements, then the routers will not become
BGP peers because the session will not be established.

So now I want you to look at Figure 7.8, where you can see that there are four routers in
AS 65043. T want to show you what you can do to prevent session establishment problems
in this AS. Problems normally occur when you are connecting internal routers for IBGP ses-
sions. If there is more than one path for the routers to take inside the AS, as there is in this
example network, you can end up with traffic sourced from the wrong interface.

@ Real World Scenario

Establishing a BGP Peer

Again, in the Dallas office you are getting the same four routers to talk, but you start to
experience problems. For some reason, some of the routers lose their peering sessions.

DalRtr1 is attempting to connect to DalRtr2. You have put neighbor statements on each
of the routers so that they can start the session. If DalRtr1 sends a packet to DalRtr2 and
sends it out of its 10.1.1.1 interface, but | have put a neighbor statement on DalRtr2 telling
it that DalRtr1 should be the 10.1.0.1 router. Then DalRtr2 will reject the packet because it
doesn’t have a 10.1.1.1 router in its neighbor list. Moving the packets the other way could
have the same affect. If DalRtr2 were to send a packet out of its 10.2.1.1 interface, that IP
would be the source address. But if you have configured DalRtr1 with a neighbor state-
ment that says 10.2.0.1 should be DalRtr2, then it would reject the packet.

The best way to prevent this from happing is to use a loopback interface. If you place a loop-
back interface on each of the routers, then each router can always be known by its loopback
interface. To make sure that a router always sends its BGP updates with the loopback IP as
the source, though, you are going to have to use the update-source command.

Update-source

The BGP router must know that it is communicating with the router that it is configured to
talk to. You can ensure this happens by using a loopback address in the neighbor statement.
Each of the routers can be configured with a loopback interface; this may already be done if
you are using one for the IGP that is running within the AS. Using the loopback address in
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the neighbor statement is easy enough; you just have to configure it with that address. But
making the router use that address as the source address for all its packets is what takes an
additional configuration. You can accomplish this using the update-source option with the
neighbor command.

FIGURE 7.8 BGP Session Establishment
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The update-source configuration is typically used only for IBGP connections. This is
because by default EBGP connections must be directly connected. The time to live (TTL)
of all EBGP packets is 1. A loopback interface is not directly connected as the packet must
pass through the physical interface and be routed to the loopback.

The default TTL of 1 was set up because internal routing information is not exchanged
between the external peers; the router must point to a directly connected address for a specific
external neighbor.

EBGP-multihop

As Isaid, a loopback interface is never directly connected. Therefore, if you want to use

a loopback interface instead of the directly connected interface address, you must add an
additional configuration. There must be a static route that points to the physical address
of the directly connected network (the next-hop address). The static route will get the traf-
fic to the neighbor router but will not allow BGP to accept the packet, as the TTL is still
set to the default of 1. In order for this configuration to work, you have to use the neigh-
bor ip-address ebgp-multihop [tt]] router configuration command.

Using this configuration lets the router start and set up BGP connections to external
routers that do not reside on directly connected networks. This command increases the default
of one hop for EBGP peers by changing the default TTL to a value greater than 1. It allows
routes to be sent to the EBGP loopback address with a hop value greater than 1. Unless you
specify a TTL value that is different in the command, it will default to a value of 255; you can
see that there is an option at the end of the command to set this value but it is not required.
This configuration command can be especially valuable if there are redundant or multiple
paths between EBGP neighbors.
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Next-Hop Issues

The BGP protocol is very different from IGPs; BGP is an AS-to-AS routing protocol, not a
network-to-network protocol. BGP is an external routing protocol that learns and passes
routes about paths to other autonomous systems and the networks that those other autono-
mous systems own. BGP is a hop-by-hop routing protocol similar to an IGP, but unlike an
IGP, the default next-hop is the next AS. This means that even an IBGP neighbor router that
learns about a network outside of its autonomous system will see the same next-hop address
because the next-hop address is not changed by default when an edge router learns a route
through EBGP and then passes it to an IBGP neighbor. This, however, could be a problem for
the IBGP router, if the router doesn’t know how to reach that next-hop address.

In order to overcome the problem of an IBGP router being unable to reach the next-hop
address, you have yet another configuration that you can add to the mix. The neighbor
next-hop-self command forces a BGP router to use its own IP address as the next-hop
address for each network that it advertises to its IBGP neighbor. This overrides the default
action of letting the protocol choose the next-hop address to use.

Peer Groups

You can see here that there could potentially be a lot of commands that must be configured
for each of the neighbors you set up on a router, especially when it comes to IBGP neighbors
that may need a couple of extra commands so that they can reach all of the other routers
and another AS. Peer groups are here to save your tired typing fingers and to help save from
potential misconfigurations. Using peer group configuration can lower the overhead on your
routers and prevent the same update from having to be made for all of the neighbor routers.
To get the ball rolling, you have to enter the neighbor peer-group-name peer-group com-
mand; this command creates the peer group. The neighbor ip-address peer-group peer-
group-name command then links the address of a neighbor to the peer group; rather than
linking the neighbor just to an AS or configuring it with one specific command. The next
commands you must enter are the individual commands that you would have configured for
each of the neighbor routers, but instead of typing out them all for each of the neighbors, you
one configure them once and you link them to the peer group.

@ Real World Scenario

Configuration Made Easier

In a network the size of FutureTech, you might have dozens of routers that are all running
IBGP. The use of the peer group configuration can save you time, number of entries in the
configuration, and the possibility of making errors during configuration.

You can see in Figure 7.9, that there are four routers in the 65043 AS. For DalRtr1, each of the
other three routers will be IBGP neighbors, and the configurations for each of the routers
will be the same. You can see in the following outputs that even with just three routers for
peers the configuration is shorter and easier. Imagine how much easier your life is going to
be when | tell you to do this with 50 routers!
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Let’s take a look at an example, in Figure 7.9.

FIGURE 7.9 Peer Groups
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commands that would be needed it a peer group was not used. The second group of com-
mands shows you the configuration using a peer group configuration.

DalRtrl(config)#router bgp 65043
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor
DalRtrl(config-router)#neighbor

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
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remote-as 65043
update-source Loopback 0
next-hop-self
distribute-Tist 10 out
remote-as 65043
update-source Loopback 0
next-hop-self
distribute-Tist 10 out
remote-as 65043
update-source Loopback 0
next-hop-self
distribute-Tist 10 out

Here is the configuration using a peer group.

DalRtrl(config)#router bgp 65043

DalRtrl(config-router)#neighbor futuretech peer-group
DalRtrl(config-router)#neighbor futuretech remote-as 65043
DalRtrl(config-router)#neighbor futuretech update-source Loopback 0
DalRtrl(config-router)#neighbor futuretech next-hop-self
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DalRtrl(config-router)#neighbor futuretech distribute-Tist 10 out
DalRtrl(config-router)#neighbor 10.1.1.1 peer-group futuretech
DalRtrl(config-router)#neighbor 10.2.1.1 peer-group futuretech
DalRtri(config-router)#neighbor 10.3.1.1 peer-group futuretech

Network

Now I want to help you explore the network command. This command operates much differ-
ently in BGP than it does in an IGP. In an IGP, the network command would enable the inter-
face in the protocol. This, in turn, would allow the routing protocol to advertise the network.
In BGP, the network command only tells the router what network or prefix to advertise, it has
nothing to do with enabling interfaces. BGP doesn’t care about interfaces, as it using what-
ever interface it must to establish its session.

The only purpose of the network command is to notify BGP which network to adver-
tise. The entire command looks like this network network-number [mask network-mask]
[route-map map-tag].

If you use the command without the mask option, it will announce only the class-
ful network number. There is a requirement though; at least one subnet of the specified
major network must be present in the IP routing table. BGP will only start announcing
the classful network as a BGP route when there is a route in the routing table.

However, if you do use the network-mask option, then there must be an exact match to
the network (both address and mask) in the routing table. BGP checks to see whether the
network can be reached before it will be advertised. If you specify a network to be adver-
tised by BGP and it will not be placed in the routing table either by an IGP or from being
directly connected, then you will have to add it to the routing table with a static route. If
you will want to advertise a network with a different mask than what is in the table quite
often, a static route can be added that routes the network to nul110.

Example Configuration

Now I want to go through an entire scenario. There will be connections to multiple ISPs
and the use of BGP is going to be required for the network. The topology that I will use for
this example is shown in Figure 7.10.

The first thing that you’ll want to do is to establish the connection between these two
EBGP neighbors. On the CE1 router, the configuration will require you to start the BGP
process and then activate it with a neighbor command. It will look like this.

CEl(config)#router bgp 65043
CEl(config-router)#neighbor 192.168.1.2 remote-as 65076

For the ISP router, there is a similar set of commands to get the process started. Here is
each of those.

PE1(config)#router bgp 65076
PE1(config-router)#neighbor 192.168.1.1 remote-as 65043
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@ Real World Scenario

FutureTech IBGP/EBGP Setup

You have been assigned to connect three routers in the Dallas office using IBGP and the
CE1 router to an ISP using EBGP. You can see in Figure 7.10 that there is a connection out
to an ISP, which is represented by AS 65076. The FutureTech AS number is 65043. The
edge router in the FutureTech AS is called CE1; the CE stands for customer edge. The ISP’s
router is PE1, where the PE stands for provider edge.

FIGURE 7.10 BGPExample
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Now to get each of the routers within AS 65043 started, use a peer-group configuration.
Remember this is for IBGP connections within the same AS.

CEl(config-router)#router bgp 65043

CE1l(config-router)#neighbor futuretech peer-group
CE1(config-router)#neighbor futuretech remote-as 65043
CE1l(config-router)#neighbor futuretech update-source loopback 0
CE1(config-router)#neighbor futuretech next-hop-self
CE1l(config-router)#neighbor 10.1.1.2 peer-group futuretech
CE1l(config-router)#neighbor 10.1.1.3 peer-group futuretech
CE2(config-router)#router bgp 65043

CE2(config-router)#neighbor futuretech peer-group
CE2(config-router)#neighbor futuretech remote-as 65043
CE2(config-router)#neighbor futuretech update-source loopback 0
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CE2(config-router)#neighbor 10.1.1.3 peer-group futuretech
CE2(config-router)#neighbor 10.1.1.1 peer-group futuretech
CE3(config-router)#router bgp 65043

CE3(config-router)#neighbor futuretech peer-group
CE3(config-router)#neighbor futuretech remote-as 65043
CE3(config-router)#neighbor futuretech update-source loopback 0
CE3(config-router)#neighbor 10.1.1.1 peer-group futuretech
CE3(config-router)#neighbor 10.1.1.2 peer-group futuretech

Now you will have to advertise the network prefixes to each of the opposite autonomous
systems. Start by advertising the 10.0.0.0 network to the 65076 AS from the CE1 router.
Remember, if you use the mask option in the network command, then there must be an
exact matching route in the routing table. I didn’t have you set up a route in the table that
matches 10.0.0.0/8, so let’s forgo using the mask option.

CE1l(config-router)#router bgp 65043
CE1l(config-router)#network 10.0.0.0

You still have a problem at this point. If you look in the routing table of the PE1 router,
it has received no network. Take a look at this cut output from the running-config of the
CET1 router and see if you can tell what the problem might be.

router bgp 65043

no synchronization

bgp Tog-neighbor-changes

network 10.0.0.0

neighbor futuretech peer-group

neighbor futuretech remote-as 65043
neighbor futuretech update-source Loopback0
neighbor futuretech next-hop-self
neighbor 10.1.1.2 peer-group futuretech
neighbor 10.1.1.3 peer-group futuretech
neighbor 192.168.1.2 remote-as 65076

no auto-summary
1

If you say that it is because no auto-summary was turned on by default, then you are
right. If you turn off no auto-summary at this point, then the route would be advertised
to the PE1 router. Chances are that you don’t want to turn on auto-summary, though. So,
your option (if this is the prefix that you want to advertise) is to use the mask option and
put a static route in the routing table. Making that change would look like this.

CEl(config-router)#router bgp 65043
CE1l(config-router)#no network 10.0.0.0
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CEl(config-router)#network 10.0.0.0 mask 255.0.0.0
CEl(config)#ip route 10.0.0.0 255.0.0.0 null0

Now you should have a route in the routing table of PE1, and all of your routers should
be happy.

Verifying BGP

Now let me show you some of the show commands for BGP that are useful for making sure
that your routers are communicating properly and all of the traffic is being exchanged.

First, look at the show ip bgp command. Here is the output from the CE1 router you
just configured.

CEl#show 1ip bgp

BGP table version is 6, local router ID is 10.0.0.9
Status codes: s suppressed, d damped, h history, *
r RIB-failure, S Stale

Origin codes: i - IGP, e - EGP, ? - incomplete

valid, > best, i - internal,

Network Next Hop Metric LocPrf Weight Path

*> 10.0.0.0 0.0.0.0 0 32768 i
*> 172.16.10.0/24  192.168.1.2 0 0 65076 i
*> 172.16.20.0/24  192.168.1.2 0 0 65076 1

The status codes are shown at the beginning of each line of output, and the origin codes
are shown at the end of each line. In this output, there is an asterisk (*) in most of the entries
in the first column. This means that the next-hop address is valid. The next-hop address is
not always the router that is directly connected to this router. Other status codes that you
might see in the first column are listed in Table 7.5.

TABLE 7.5 BGP Route Status Codes

Code Description

s Suppressed indicates that the specified routes have been suppressed
(usually because routes have been summarized and only the summary
route is being sent)

d Dampening indicates that the route is being dampened (penalized) for
going up and down too often. Although the route might be up right now,
itis not advertised until the penalty has expired.

h History indicates that the route is unavailable and is probably down; his-
toric information about the route exists, but a best route does not exist.
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TABLE 7.5 BGP Route Status Codes (continued)

Code Description

r Routing information base (RIB) failure indicates that the route was not
installed in the RIB. The reason that the route is not installed can be dis-
played using the show ip bgp rib-failure command.

S Stale indicates that the route is stale (this symbol is used in the nonstop
forwarding-aware router).

The second column shows “>” when BGP has selected the path as the best path to a
network.

The third column is either blank or shows 1. If it is blank, BGP learned that route from
an external peer. An 1 indicates that an IBGP neighbor advertised this path to the router.

The fourth column lists the networks that the router learned.

The Next Hop column lists all the next-hop addresses for each route. This column may
contain the entry 0.0.0.0, which signifies that this router is the originator of the route.

The three columns to the left of the Path column list three BGP path attributes that are
associated with the path: metric (multi-exit discriminator [MED]), Tocal preference,
and weight.

The column with the Path header may contain a sequence of autonomous systems in the
path. From left to right, the first AS listed is the adjacent AS that this network was learned
from. The last number (the rightmost AS number) is the originating AS of this network.
The AS numbers between these two represent the exact path that a packet takes back to
the originating AS. If the path column is blank, the route is from the current AS.

The last column signifies how this route was entered into BGP on the original router. If
the last column contains an 1, the originating router probably used a network statement to
introduce this network into BGP.

If the character is an e, the originating router learned this network from EGP, which is
the historical predecessor to BGP. A question mark (?) signifies that BGP cannot absolutely
verify the availability of this network because it is redistributed from an IGP into BGP.

The next command that I want you to take look at is the show ip bgp summary command.
Again, I show you the output code from the CE1 router you just configured.

CEl#show 1ip bgp summary

BGP router identifier 10.0.0.9, local AS number 65043

BGP table version is 6, main routing table version 6

3 network entries using 351 bytes of memory

3 path entries using 156 bytes of memory

3/2 BGP path/bestpath attribute entries using 348 bytes of memory
1 BGP AS-PATH entries using 24 bytes of memory

0 BGP route-map cache entries using 0 bytes of memory

0 BGP filter-Tist cache entries using 0 bytes of memory
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BGP using 879 total bytes of memory
BGP activity 4/1 prefixes, 4/1 paths, scan interval 60 secs

Neighbor V AS MsgRcvd MsgSent Th1Ver 1InQ OutQ Up/Down State/PfxRcd
10.1.1.2 4 65043 52 51 6 0 0 00:48:03 0
10.1.1.3 4 65043 51 52 6 0 0 00:47:50 0
192.168.1.2 4 65076 73 73 6 0 0 01:10:15 2

The show ip bgp summary command is one way to verify the neighbor relationship. The
code above shows you the output from this command. Some of the details of this command

output are listed in Table 7.6.

TABLE 7.6

show ip bgp summary Command Details

Item

Description

BGP router ID

BGP table version

Main routing table version

Neighbor

Version (V)

AS

Messages received (MsgRcvd)

Messages sent (MsgSent)
Table version (TblVer)

In queue (InQ)

Out queue (OutQ)

large update.Up/Down

IP address that all other BGP speakers recognize as
representing this router

Increases in increments when the BGP table changes

Last version of the BGP database that was injected into
the main routing table

The IP address that is used in the neighbor statement
with which this router has a relationship

The version of BGP that this router is running with the
listed neighbor

The AS number of the listed neighbor

The number of BGP messages that have been received
from this neighbor

The number of BGP messages sent to this neighbor
BGP table version

The number of messages waiting to be processed from
this neighbor

The number of messages queued and waiting to be sent
to this neighbor; TCP flow control prevents this router from
overwhelming a neighbor with too much data at one time.

The length of time that this neighbor has been in the
current BGP state (established, active, or idle)
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TABLE 7.6 show ip bgp summary Command Details (continued)

Item Description

State [established, active, idle, The BGP state; you can set a neighbor to administratively
open sent, open confirm, or idle shut down (admin state) by using the neighbor shutdown
(admin)] router configuration command.

Prefix received (PfxRcd) When the session is in the established state, this value
represents the number of BGP network entries received
from the listed neighbor.

Summary

There were a lot of things to cover to get you through BGP. The first thing I talked about
was whether you should even use BGP or not. BGP is the only routing protocol that I gave
you reasons not to use it. Then, after you have decided that you are going to use BGP, |
took you through the ways that you can connect your network to the Internet.

Next, I described for you the characteristics of BGP and what the decision-making process
for the protocol is. I covered for you the many tables and messages that BGP creates and sends
out. Once those messages are being sent out, you had to learn what kind of connections you
could make full or partial mesh transit or nontransit.

After the connection types, you had to go through the exciting and numerous attribute
types. Once you were aware of all the attributes that BGP uses, you had to know how and in
what order BGP uses them. It wouldn’t have been any fun if I didn’t show you how you could
modify the attributes and change all of the default rules for them. So I showed you how to use
route maps.

Finally, I took you through the basic configuration commands to get BGP running and
peering with other routers. The last of the commands were how to verify BGP and make
sure it is actually running.



Review Questions

Review Questions

1. What is a partial route table?
A. Router isn’t done processing
B. Receive only some routes from ISP
C. Not done loading

D. Router out of room

2. What transport layer protocol does BGP use?

A. UDP
B. RTP
C. TCp
D. ICMP

3. If you peer with a router in the AS, what type of connection is that?
A. IBGP

B. EBGP
C. OBGP
D. YBGP

4. Private companies are often set up as a transit AS.
A. True
B. False

5. ISPs are typically set up as a transit AS.
A. True
B. False

6. What company or organization made the weight attribute?

A. IEEE
B. Cisco
C. IETF
D. FCC

7. What feature can be used to modify an attribute?
A. ACL
B. Distribute list
C. Route map
D. Template
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8. What address on a router can be used to ensure that a session will be established if there is
more than one interface from which to send updates?

A. Primary address
B. Secondary address
C. Master address

D. Loopback address

9. What feature in BGP can help reduce the amount of configuration commands you have to use?
A. Router groups
B. BGP groups
C. Peer groups
D. Help groups

10. What is the purpose of the network command?
A. Inject routes into BGP
B. Remove routes from BGP
C. Nothing
D. Start the BGP process
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Answers to Review Questions

9.

® N @ o A W N

. A partial route table is when you only receive part of the Internet routing table.

. BGP uses TCP because of the large amount of data that can be sent.

. A peer in the same AS makes an internal BGP session.

False. A private company is rarely a transit AS.

. True. An ISP is almost always a transit AS; that is what makes the Internet backbone.
. Weight is a Cisco-proprietary attribute.

. A route map can be used to modify an attribute’s value.

O 0 W > ® > 0 ®

. A loopback address can be used so that a router is always known as the same address,
regardless of exit interface.

C. A peer group can reduce the number of commands that have to be configured.

10. A. The network command injects routes into BGP to be passed on to peer routers.






Multicast

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Describe IP multicast (e.g., Layer 3 to Layer 2 mapping,
IGMP, etc.)

v Describe, configure, and verify IP multicast routing
(i.e., PIM sparse-dense mode)



Many organizations today have increased their use of applica-
= tions and programs that send large amounts of data to a whole
BELAST group of users. Using multicast could enhance many of these
applications or reduce the amount of data that is sent across a network. Many types of data
can be more efficiently transmitted using multicast: audio and video used for meetings, col-
laboration, training, and company bulletins, and instant messaging applications that allow
whole groups to communicate. In this chapter, you will get a look at how applications can
be improved with multicast. Then, of course, I cover the protocols and functions that make
multicast work. It wouldn’t be a good discussion if I didn’t include some of the configura-
tions for setting this up on your network, so I do that too.

What Is Multicast?

Let’s start with what multicast really is, before I get to the pros and cons of using it. You
will learn about the different transmission types that can be used on a network, and the
benefits and drawbacks of each. I also have to discuss the addressing ranges for multicast
use. The class D range of IP addresses is split into different ranges of specific use. The dis-
cussion must also include the Layer 2 addressing for multicast. It is important you know
how MAC addresses are determined from the IP address and what the outcome of that
translation will be.

Transmission Types

Let’s examine the different ways that data can be sent on a network. Each type has its own
effects on the network, which can include bandwidth utilization and overhead on routers
and switches. There are three different types of transmissions:

= Unicast
=  Broadcast
= Multicast

Unicast Unicast transmission is known as one-to-one transmission. Unicast traffic is
sent from one specific source to one specific destination. This is the standard type of data
forwarding that you learned about in the routing chapters. If more than one host needs
to receive the same traffic, then a separate copy of each packet is sent to each destination.
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This can have a severe impact on bandwidth utilization for the network, because so many
extra packets are being sent. It minimizes the amount of processing overhead on the end
devices because they only process traffic addressed to them. It does, however, increase the
load on the network devices because they are processing so many more packets, as shown
in Figure 8.1.

FIGURE 8.1 Sending Unicast Traffic to Multiple Hosts
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Broadcast Broadcast transmission is known as a one-to-all transmission. A broadcast is a
packet that is sent from one source host using the broadcast address; all hosts on the subnet
must receive and process the packet. While this type of transmission can use less bandwidth
than a unicast transmission when more than one host needs the traffic, it can have a severe
impact on the processing overhead of all the hosts on the network, especially if not all the
hosts need the traffic but must still process it.

Multicast Multicast transmission is known as a one-to-many transmission. Multicast
traditionally can be sent from one host to a specific group of destination hosts. Only a
single copy of a packet can be sent on a single network. As the packet travels out toward
the edge of the network, each Layer 3 device duplicates the packet down each network
path that is required for packet delivery. This allows for efficient use of bandwidth and a
minimum amount of processing for all devices. The network devices only have to send one
copy of the data, and the end devices only have to process traffic that is destined for it, as
shown in Figure 8.2.

There are several different types of multicast applications or models. The software
installed on the host and clients will determine the particular implementation in your sys-
tem and select an appropriate multicast mode for data transmission.
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FIGURE 8.2 Sending Multicast Traffic to Multiple Hosts

The two most common multicast models are one to many and many to many. In the
one-to-many model, a single host sends to two or more receivers. This model is perfect
for audio and video distribution, media that is being pushed out, monitoring systems, and
announcement systems. If the receivers of the data need to send feedback to the sender, then
the model changes to a many-to-one or many-to-many model. In the more common many-
to-many model, the traffic can be sent from a source or a receiver. In some cases, a host can
be both a sender and a receiver and two or more receivers can act as senders. The downside
of implementing multicast like this is the increased complexity of the multicast application
because receiving traffic from multiple sources introduces its own challenge. The benefit,
however, of this type of multicast is that it provides a basis for a whole new breed of appli-
cations to be built and use this type of data flow. Applications for collaboration, concurrent
processing, and media that can be widely distributed and provide an interactive experience.

Multicast Pros and Cons

Let’s take a look at a few more things that make multicast a great possibility on your network.
There are great positives about using multicast on the network.

Efficiency over Unicast Available network bandwidth is utilized more efficiently because
multiple copies of data are replaced with a single transmission.

Optimized Processing Fewer copies of the data require far less forwarding of packets and
processing for devices.

Distributed Applications Multipoint applications are not effective or really possible with
unicast as demand, usage, and the amount of traffic grows. This is due to the fact the unicast
transmission cannot scale. The number of copies of data that must be sent grows linearly
with the number of hosts that need the traffic.
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Multicast gives you the possibility for a whole new breed of applications that aren’t pos-
sible or efficient with unicast. Unfortunately, multicast does have its faults or problems too.
Let’s talk about the cons of using multicast to transmit data.

Most multicast applications use the Layer 4 protocol, User Datagram Protocol (UDP). This
foundation can create some undesirable outcomes, effects similar to unicast TCP applica-
tions. UDP’s best-effort delivery can result in the occasional dropped packet. A lot of realtime
multicast applications that operate this way (for example, video and audio) may be affected
by these losses. There is also no way to request retransmission of lost data at the application
layer. The applications only act like realtime; they are “almost realtime” applications. Real-
time is not feasible with UDP.

A period of heavy drops or data loss can play havoc on voice applications. Jittery, unin-
telligible speech or voice that can render a conversation or stream intolerable when the drop
rate gets too high. Moderate to heavy drops in video are better tolerated; the human eye
won’t pickup all of the flaws. Drops might appear as an unusual spot or blip in the picture.
Video applications that use compression can have an entirely different outcome. Compres-
sion algorithms may be severely affected by drops causing the video picture to become
jerky, jittery, or freeze for a few seconds while the decompression algorithm catches up.

Let’s cover the cons.

Lack of Congestion Control Without congestion control, an overall network degradation
can occur as the use of UDP-based multicast applications grow.

Duplicate Packets Duplicate packets can occur occasionally and are generated as multi-
cast network topologies change. Applications must be designed to expect duplicate packets
once in a while and must be designed to handle it.

Out-of-Sequence Delivery Packets Applications must also deal with sequence issues that
occur during network topology changes or other network changes that affect the flow of
multicast traffic.

No Reliability Mechanisms for UDP  Reliability issues must be addressed and mechanisms
designed into the multicast applications if they require reliable data transfer.

Eavesdropping and Security Issues The issue of restricting multicast traffic to only a selected
group of receivers. When the traffic is placed onto the network, it is destined for a specific
group but this doesn’t mean that an attacker couldn’t just begin listening to all the multicast
traffic. This can be a big problem for some applications, such as financial data, where security
and reliability is a must.

Multicast Addressing

Multicast IP addresses use the class D address space and are identified by the three
high-order bits being set to 1s (1110). Therefore, the multicast IP address range is
224.0.0.0-239.255.255.255.

The multicast IP address space is separated into the following address groups as defined
in RFC 3171.
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TABLE 8.1 Multicast Address Space Groups

Address Range Prefix Description
224.0.0.0-224.0.0.255 (224.0.0/24) Local Network Control Block
224.0.1.0-224.0.1.255 (224.0.1/24) Internetwork Control Block
224.0.2.0-224.0.255.0 AD-HOC Block
224.1.0.0-224.1.255.255 (224.1/16) ST Multicast Groups
224.2.0.0-224.2.255.255 (224.2/16) SDP/SAP Block
224.252.0.0-224.255.255.252 DIS Transient Block
225.0.0.0-231.255.255.255 RESERVED
232.0.0.0-232.255.255.255 (232/8) Source Specific Multicast Block
233.0.0.0-233.255.255.255 (233/8) GLOP Block
234.0.0.0-238.255.255.255 RESERVED
239.0.0.0-239.255.255.255 (239/8) Administratively Scoped Block

There are three general groups of multicast address groups that are used for reference.
Those groups include:

= Local scope addresses
= Global scope addresses
* Administratively scoped addresses

Local scope addresses run from 224.0.0.0 through 224.0.0.255 and are reserved by Inter-
net Assigned Numbers Authority (IANA) for network protocol use. Multicasts in this range
are never forwarded off the local link or network, no matter what the time to live (TTL) is
(and usually the TTL is set to 1). Table 8.2 lists examples of local multicast addresses.

TABLE 8.2 Local Multicast Addresses

Address Description

224.0.0.1 All hosts

224.0.0.2 All multicast routers
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TABLE 8.2 Local Multicast Addresses (continued)

Address Description

224.0.0.4 All Distance Vector Multicast Routing Protocol (DVMRP) routers
224.0.0.5 All open shortest path first protocol (OSPF) routers

224.0.0.6 All OSPF designated routers (DRs)

224.0.0.9 All Routing Information Protocol version 2 (RIPv2) routers
224.0.0.10 All Enhanced Interior Gateway Routing protocol (EIGRP) routers

Global scope addresses run from 224.0.1.0 through 238.255.255.255 and are allocated
dynamically throughout the Internet. For example, the 224.2.X.X range is used in multi-
cast backbone (Mbone) applications. Mbone is a collection of Internet routers that support
IP multicasting. The Mbone is used as a virtual network (multicast channel) on which vari-
ous public and private audio and video programs are sent. The Mbone network was started
by the Internet Engineering Task Force (IETF) in an effort to multicast audio and video
meetings.

Administratively scoped addresses run from 239.0.0.0 through 239.255.255.255. They
are reserved for use inside private domains. The administratively scoped multicast address
space is divided into the following scopes per [ANA:

= Site-local scope (239.255.0.0/16, with 239.252.0.0/16, 239.253.0.0/16, and
239.254.0.0/16 also reserved)

= Organization-local scope (239.192.0.0 to 239.251.255.255)

Now that we have pretty fully explored the Layer 3 addressing for multicast, it is time to
look at the Layer 2 addressing. A multicast MAC address is determined by mapping part of
the IP address into the MAC address. The translation between IP multicast and MAC address
is done by mapping the low-order 23 bits of the IP (Layer 3) multicast address into the low-
order 23 bits of the IEEE (Layer 2) MAC address. You can tell that the MAC address is a
multicast frame because the low-order bit (0x01) in the first octet tells you that the frame is
a multicast frame. The 0x01005e prefix (vendor code also known as OUI) has been reserved
for use in mapping Layer 3 IP multicast addresses into Layer 2 MAC addresses.

You know there are 23 bits mapped into the MAC because the first 24 bits of the MAC
address are 0x01005e, and the 25th bit must be a zero. So, the last 23 bits of the MAC come
from the last 23 bits of the IP address. Think about the multicast IP for a second; there are
28 bits of unique address space in the address, a total of 32 bits minus the first 4 bits (1110)
which indicate it is a class D prefix. So, you are left with 28 bits. With the last 23 bits of the
IP address mapped into the MAC, it then leaves us with five bits that are not used or other-
wise accounted for. If you calculate the number of IP addresses that can be made with those
5 bits, you get 25 = 32. That tells you there is a 32 address discrepancy between the Layer 3
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addresses and the Layer 2 addresses. Therefore, you must keep in mind that there are 32 IP or
Layer 3 addresses that can potentially map to a single Layer 2 multicast address. Take a look
at Figure 8.3; it shows the process of mapping a multicast IP address into a multicast MAC.

FIGURE 8.3 Multicast IP Mapping to Multicast MAC

225.10.8.5

{0000 1010 [0000 1000| | 0000 0101 ]

01 - 00 - 5e - 0a - 08 - 05

Let’s think about the mapping going the other way. What if you only knew the MAC
address of a multicast frame that just came to a host. Put yourself in the host’s position.
You receive a frame, it has a MAC address of 01-00-5e-08-00-01, and you know that it is
a MAC address because of the vendor code. Now, you have to figure out whether you need
to process the frame. It has the multicast IP address of the group that you are a part of, but
from the MAC address you only know that this frame could be for one of 32 different IP
addresses. Look at Table 8.2; all the IP multicast addresses map to the same Layer 2 multi-
cast of 01-00-5e-08-00-01. So, the host must look further into the packet header to see if
the group IP address is really the group that it wants traffic from.

TABLE 8.2 Multicast IPs That Map to MAC, 01005080001

IP’s Where 9th bit is 0 IP’s Where 9th bit is 128
224.8.0.1 224.136.0.1
225.8.0.1 225.136.0.1
226.8.0.1 226.136.0.1
227.8.0.1 227.136.0.1
228.8.0.1 228.136.0.1
229.8.0.1 229.136.0.1
230.8.0.1 230.136.0.1
231.8.0.1 231.136.0.1
232.8.0.1 232.136.0.1

233.8.0.1 233.136.0.1
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TABLE 8.2 Multicast IPs That Map to MAC, 01005e080001 (continued)

IP’s Where 9th bit is 0 IP’s Where 9th bit is 128
234.8.0.1 234.136.0.1
235.8.0.1 235.136.0.1
236.8.0.1 236.136.0.1
237.8.0.1 237.136.0.1
238.8.0.1 238.136.0.1
239.8.0.1 239.136.0.1

Multicast Protocols

You’ve learned some of the reasons that multicast transmissions are good to use on the
network. I have also taken care of the addressing woes of multicast. Now, let’s go through
the protocols that make multicast work. I start with Internet Group Multicast Protocol
(IGMP), a host-to-router protocol. After that I go through a couple of protocols that allow
a switch to make better forwarding decisions for multicast frames. Cisco Group Manage-
ment Protocol and IGMP snooping. Finally, I will cover protocol-independent multicast, a
router-to-router protocol that allows the routing of multicast traffic through the network.

Internet Group Management Protocol (IGMP)

Internet Group Management Protocol (IGMP) is a host-to-router protocol used to enable
hosts to join a multicast group if they want to receive a specific flow of traffic. With the
original, IGMP version 1, routers send a periodic membership query to the multicast address
224.0.0.1. Hosts then send membership reports to the group multicast address they want to
join. One down side of version 1 is that hosts silently leave the multicast group, not notifying
the router that they no longer wish to receive the traffic.

Since limitations that were found in IGMPv1, IGMP version 2 was developed. Most of
the changes between IGMPv1 and IGMPv2 addressed the issues of leave and join latencies,
as well as ambiguities in the original protocol specification.

Here are some of the important changes made when the protocol moved from IGMP
version 1 to IGMP version 2:

Group-Specific Queries Group specific queries were added in IGMPv2; they allow the
router to query a single group for membership instead of requiring queries to go to all
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groups. This optimized the way a router discovers whether any members are left in a par-
ticular group without asking all groups to report. The difference between the group-specific
query and the membership query is that a membership query is multicast to the all-hosts
(224.0.0.1) address. A group-specific query, to group 224.1.1.1, for example, is a multicast
to that specific group multicast address.

Leave Group Message A leave group message allows hosts to tell the router that they are
leaving the group. This message reduces the amount of time for a specific group on the seg-
ment to know when the last member leaves a group.

Querier Election Mechanism This mechanism, like many things in the network world,
allows you to have a backup or redundant configuration. You can have more than one
router on the segment and the router with the highest IP address will become the desig-
nated querier.

Query-Interval Response Time The query-interval response time was added to control the
bursting and timeliness of reports. This time is set inside the queries to tell the members how
much time they have to respond to a query with a report. IGMPv2 is backward-compatible
with IGMPv1.

IGMPv3 is a proposed standard. It allows the hosts to specify a particular source from
which it would like to receive traffic on a given multicast group, and thus provides more
efficient routing. IGMPv3 includes a list that it uses for source filtering; source filtering gives
a host the ability to report its wish to receive packets from only a specific source addresses
or allow all but a specific source address. This is sometimes referred to as the “include or
exclude” list. The information can be used by multicast routing protocols to avoid sending
multicast packets from specific sources to networks where there are no hosts that want to
receive them.

Cisco Group Management Protocol (CGMP)

Now, let me show you the effect of multicast traffic on other network devices, namely the
switches that are responsible for the delivery of the traffic to the end hosts. By default, Layer 2
switches treat multicast traffic like it has an unknown MAC address or a broadcast frame that
causes the frame to be flooded out every port within a VLAN. This treatment is acceptable for
traffic that is actually unknown or broadcasts, but, as I discussed before, IP multicast hosts
can join and be interested in specific multicast groups. So on your Layer 2 switches, all of the
multicast traffic is forwarded out of all ports, which means you have tons of wasted band-
width both for the segments and on the end hosts.

On a Cisco Catalyst switch, you can prevent some of this. It isn’t the most desirable
way, though; it requires that the administrator configure the switch manually and statically
associate a multicast MAC address with the switch ports the traffic should be delivered out
of. For example, an administrator could configure ports 1 through 4 so that only ports 1
through 4 will receive the multicast traffic that is sent to a multicast group. As with other
protocols that we have talked about, the manual way is not scalable and for sure not much
fun. IP multicast hosts dynamically join and leave groups, using IGMP to tell the router to
send traffic. Dynamically configuring the switches would be way easier and more efficient
in the long run.
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So, the first of these more automatic ways to give your switch better forwarding infor-
mation is Cisco Group Management Protocol (CGMP). CGMP is the most common, at
least for Cisco switches, multicast forwarding protocol; it was designed by Cisco.

You can think of CGMP as creating a type of client/server relationship, where the router
would be considered a CGMP server and the switch takes on the client role. Protocol pro-
cesses run on both devices. The router takes in the IGMP messages, translates the messages
into CGMP commands and sends them to the switch for processing. In the switch, they are
used to populate the Layer 2 forwarding tables with the multicast entries needed to forward
multicast traffic out to the ports that requested it.

The whole idea here is that the IP multicast router sees all IGMP packets and takes in all
that information. When it has done that, it can tell the switch when specific hosts on specific
ports join or leave multicast groups. Routers communicate to the switches using well-known
CGMP multicast MAC addresses. This is how they send the CGMP command packets to the
switch. The switch can then use those commands to set up the forwarding table.

So, for example, when the router receives an IGMP message packet, it creates a CGMP
packet that contains the request type (join or leave), the Layer 2 multicast MAC addresses,
and the actual MAC address of the client. That packet is then sent to the well-known CGMP
multicast MAC address, 0x0100.0cdd.dddd. All Cisco switches running CGMP listen to
this address. The CGMP control message is then processed by the switch, and the proper
entries are created in the switch content-addressable memory (CAM) table. Once the entries
are in the table, then the switch forwards the multicast traffic for a group to only the hosts
that requested it.

IGMP Snooping

The second multicast switching solution is IGMP snooping. With this process running,
switches become IGMP aware in a way. They can listen in on the IGMP conversations
between hosts and routers. As the name sort of tells you, this is an extra process the switch
runs, which can have an adverse effect of the processing overhead.

The IGMP snooping process requires the CPU in each switch to listen for, identify,
and intercept a copy of all IGMP packets traveling between the routers and end hosts.
The process collects:

= IGMP membership reports
= IGMP leaves

If you are not careful about how you configure IGMP snooping, a switch may have to
collect every single Layer 2 multicast packet so that it can figure out which ones are IGMP
packets. This can have a significant, in some cases huge, impact on switch performance. To
effectively implement IGMP snooping, proper design may need a Layer 3 switch with ASICs
to avoid the overhead. Of course, that can make the cost of the switch be a little bit more,
because a Layer 3 switch can take the load and have the processing capability. This is really
making your switches become Layer 3 aware, but it can help to avoid the performance prob-
lems and overhead that IGMP snooping will create.
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Protocol Independent Multicast (PIM)

It is now time to look at multicast routing. There are a few different routing protocols out
there that can be used, but I give you look at Protocol Independent Multicast (PIM) because
it is really the only one that Cisco supports on its routers. Before I get too far into that
though, I discuss the basics of how multicast paths are created. I show you what the topolo-
gies are going to look like. In multicast, the paths are called trees. You can have shortest
path trees (SPT) and shared trees. After that, you will get a look at the way the PIM makes
use of these trees and what you have to do to make them work.

Multicast routing is a little different from unicast routing. When you route unicast traffic,
you always know the source and destination hosts when the traffic is sent. Packets are only
going to a single destination. Multicast traffic can have numerous destinations and is totally
dependent on the number of hosts that need to receive the traffic. Multicast paths must be loop
free, just as unicast paths are, but since the traffic can be traveling on multiple networks at the
same time, a different method must be used to ensure that no loops are made. The method
is called reverse path forwarding (RPF). RPF has to check every single multicast packet that
it receives to make sure that it is traveling in the correct direction. Packets must be traveling
away from the root of the tree, always in the direction of the hosts who need the traffic.

When a packet is received at the router, the source address must be determined. This
is the opposite of unicast routing, which is concerned with the destination. The path back to
the source must be verified to ensure that the receiving interface is the interface that has the
best path back to the source. If the interface is not in the best path from the source, then it
is assumed that the traffic is from a looped path or was sent from a different place. In either
case, the packet is dropped. The actual multicast distribution trees tell us the path from the
source to the receivers or destinations; only traffic flowing over that path is accepted.

There are two types of multicast distribution trees:

= Source rooted trees, also called shortest path trees (SPTs)
= Shared trees

With a shortest path tree, a separate tree is built from each source down to where each
and every member of its group is located. Because the source-rooted tree takes a direct, or
the shortest, path from source to its receivers, it is also called an SPT.

In a shared tree situation, the creation of the forwarding paths relies on a centrally
located router called a rendezvous point (RP). The RP serves as a go-between for the multi-
cast sources and destinations. Sources start out by sending their multicast traffic to the RP
router, the RP then forwards data down through a shared tree, ultimately to all the members
of the group. A shared tree is less efficient than an SPT where the data flow is concerned, but
it is less demanding on routers (memory, CPU). The inefficiency is due to the fact that paths
between the source and receivers are not necessarily the shortest path.

Multicast routing protocols generally fall into two different categories: dense mode and
sparse mode.

Dense Mode Protocols Dense mode protocols assume that the network has been built for
a lot of multicast traffic and flood the packets to all parts of the network. After they have
completely flooded the network, a prune process trims back the flows in places where there
are no receivers. You will see this flood-and-prune mechanism run periodically.
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Sparse Mode Protocols  Sparse mode protocols use an explicit join mechanism. Using
explicit tree join message information from the IGMP process, these protocols build distri-
bution trees based on demand. The join messages are sent by the routers that have directly
connected receivers.

Take a look at Figure 8.4; it shows a SPT that goes from source 1 down to host 1 and
host 2. The path between the source and receivers is the lowest cost path as determined by
a routing protocol.

FIGURE 8.4 BuildingaSPT

Packets are forwarded through the SPT using the source and group address pair. Because
of this the routes are written like with this notation (S, G) (pronounced “S comma G”), where
S is the IP address of the source and G is the multicast group address. The multicast route
entries appear in the multicast tables and look like this:

= (S, G): A particular source, S, sends to a particular group, G. These entries typically
reflect an SPT, but may also appear on a shared tree.

= (% G): Any source (*) sending to the particular group G. These entries usually indicate
a shared tree, but are also created (in Cisco routers) for any existing (S, G) entry.

SPT entries can use more router memory because there is an entry for each sender and
group. However the traffic is sent over the best path to each receiver, this can minimize
extra delay in the packet getting to the host.

Shared distribution tree entries take up less router memory, but you don’t always get the
best paths from a source to receivers; this can then introduce extra delay in the packet delivery.

PIM dense mode (PIM-DM) starts out flooding multicast traffic to all parts of the
network. In the example in Figure 8.5, multicast traffic being sent by source 1 is flooded
throughout the entire network. As each router receives the multicast traffic, it verifies that
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the interface is the RPF interface (the interface in the direction of the source). If the inter-
face is the RPF interface, then it can forward the multicast traffic out to all of its PIM-DM
neighbors.

FIGURE 8.5 Floodingin PIM Dense Mode

e/

Non RPF

Some traffic will be received on a non-RPF interface and will be dropped. Packets being
received here are normal for the beginning of the flood, but they are corrected by the pruning
mechanism. Prune messages are only sent on RPF interfaces when the router has hosts that
want the multicast traffic from that source. There is one thing that you must take into con-
sideration. All the prune messages expire in 3 minutes. When they do, the multicast traffic is
flooded again to all of the routers. This flood-and-prune process is normal and must be consid-
ered when a network is designed to use PIM-DM.

PIM-SM (PIM sparse mode) is described in RFC 2362. As with PIM-DM, PIM-SM is
also independent of underlying unicast protocols. PIM-SM uses shared distribution trees,
but you can also use it with a SPT. Like I said before, sparse mode is based on the host
requesting the traffic. Therefore, traffic is forwarded only to the parts of the network that
need it.

PIM-SM uses an RP to coordinate forwarding of multicast traffic from a source to
receivers. I always use the analogy of a real estate agent. The source of the traffic is like
a person who wants to sell their house; they are going to list the house with the agent (in
multicast that is the RP). Group members then join the shared tree using their local desig-
nated router (DR); this is the buyer’s real estate agent. The buyer’s agent brings them to the
seller’s agent (the RP) and the shared tree is built. This way it is always rooted at the RP.

PIM-SM is appropriate for wide-scale deployment for both densely and sparsely populated
groups in the enterprise network. It is the optimal choice for all production networks, regard-
less of size and membership density.

There have been some upgrades made to PIM, which include bidirectional PIM mode
and source-specific multicast (SSM).Bidirectional PIM mode was made for many-to-many
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applications. SSM is a variant of PIM-SM that builds only source-specific SPTs and does
not need an active RP for source-specific groups (address range 232/8).

In Figure 8.6, notice the receiver attached to a router at the bottom of the tree; this also
called a leaf router. The leaf router has joined multicast group X and knows the IP address
of the RP because you have to configure the RP on every single router. It sends a (¥, G)
join message for Group X toward the RP. This message travels hop by hop toward the RP,
building a path of the shared tree that goes from the RP to the leaf router that is directly
connected to the receiver. Now it is possible for the traffic from Group X to be forwarded
down the shared tree to the receiver.

FIGURE 8.6 Sparse Mode Path Selection

Cisco offers a proprietary combination of PIM sparse-dense mode. It supports the auto-
matic selection of RPs for each multicast group. PIM sparse-dense mode is the recommended
by Cisco as the go-to mode for IP multicast because PIM-DM does not scale well and requires
heavy router resources and PIM-SM offers limited RP configuration options. The combination
mode allows the automatic shift to a mode. If no RP is found for a multicast group and you
don’t have one manually configured, then PIM sparse-dense mode operates in dense mode.
Because it goes to dense mode, you should have auto RP discovery turned on with PIM sparse-
dense mode.

Multicast Operation and Configuration

So, let’s take a look at this process. I discussed quite a few pieces, now let’s make sure they
all fit together. You have to start out with a multicast source. There has to be some traffic

or data that a user can sign up for or request to receive. The sign up or request process can
be accomplished by clicking on a link the user received in email or picking a selection from
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a multicast application loaded on their host machine. The application must be updated
somehow about the available data or sessions; the content usually maps to one or more
IP multicast groups.

These are several possibilities for applications to learn about the sessions:

= The application may join a well-known predefined group, to which announcements
about available sessions are made.

= Some type of directory services is available, and the application may contact the appro-
priate directory server. There are Session Directory (sd) applications that can act like
a guide, displaying multicast content. The application runs on a host machine and
displays available content to end users. The directory application uses either Session
Description Protocol (SDP) or Session Announcement Protocol (SAP) to learn about the
content.

= The application might be launched from a web page with the available content sessions
listed as URLs or perhaps email messages are used to notify users of new content.

@ Real World Scenario

Improving Corporate Announcements and Policy Changes

The significant growth of FutureTech, both in the number of offices and the number of
employees, has made communicating policy changes and announcements from execu-
tives difficult to disperse. To help solve this problem, you will test a new video distribution
system that utilizes multicast traffic for distributing the announcement and training videos.
FutureTech has purchased a system that includes a cluster of servers where the content
will be held. They have been placed in the Dallas datacenter. This server cluster will serve
as the multicast source where the traffic will start. The client side of the software has been
deployed to the workstations of all the users in the Dallas office. | want you to make sure
that the system is working and all multicast routing issues are worked out before the sys-
tem is rolled out to the rest of the company.

With the software on each of the user’s computers they will get reminders and updates
when there is new content on the system for them to view. When a user clicks one of

the announcements in the application, the application generates an IGMP message for the
multicast group that the content belongs to. The IGMP message goes to the local router.
Once the local router receives the message, the router can use PIM to request across

the network to receive the content. The local router then makes a CGMP message for the
switch so that only the proper port or ports will forward the traffic.

If the network is using dense mode, the router will send the request to the traffic source.
It will send the request to the RP, if sparse mode is being used.

Once the path from the source or the RP has been made down to the leaf router, the
traffic can begin to flow through the new branch and ultimately get to the new host.
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Now, you can take a look at some of the commands that are required to make this pro-
cess happen. A few basic steps have to be completed in order to make multicast operate on
a network. The first is to enable multicast routing. The second is to enable PIM. Finally, the
third is to set the RPs.

The first step, then, is to enable multicast routing; it is not enabled on Cisco routers by
default. To do this, use the following command to in global configuration mode:

DalRtrl(config)#ip multicast-routing

The second step is to enable PIM on interfaces; this automatically starts IGMP. PIM
is enabled on the interface, so study your network and figure out which router interfaces
should support PIM. Once you figure that out, activate PIM in interface-configuration
mode. PIM runs in three modes: sparse, dense, and sparse-dense.

DalRtrl(config-if)#ip pim {dense-mode | sparse-dense-mode | sparse-mode}
You can also set the PIM version; use the following interface-configuration command.
DalRtrl(config-if)# ip pim version {1 | 2}

The final step is to configure RPs. You have to manually configure the RP on every
router—even the RP itself. Use the following global configuration command:

Router(config)# ip pim rp-address ip-address [access-Tist] [override]

You can also use Auto-RP to dynamically determine the RP. With Auto-RP, some routers
to be voluntold to be RPs (voluntold is the military way of saying that you were told that you
volunteered for something, that is the case here since you configure the router to volunteer).
Other routers need to advertise the RPs.

Auto-RP can then find a centrally located router to perform the job of mapping agent.
The mapping agent is going to hear about the potential RPs; they make themselves known
over the Cisco-RP-Announce multicast address 224.0.1.39. The mapping agent then puts
together the list of which routers are the RPs for each group and sends the list to client
routers on 224.0.1.40. To define a router as a mapping agent, use the following global con-
figuration command:

DalRtrl(config)# ip pim send-rp-discovery scope ttl
Configure a router as a candidate RP with the following global configuration command:

DalRtrl(config)# ip pim send-rp-announce type mod/num scope ttl [group-Tist
access- list] [interval seconds]

Verify Multicast

Now, I take you through a few of the commands that allow you to see and verify the multi-
cast configuration on a router. My discussion includes the multicast routing table, interface
information, and RP information.
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The command to show a multicast routing table is:
DalRtrl#show ip mroute [group-address] [summary] [count][active kpbs]
Here is a sample of the output from a routing table.

DalRtrl#show ip mroute
IP Multicast Routing Table
Flags: D - Dense, S - Sparse, C - Connected, L - Local, P - Pruned
R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT
Timers: Uptime/Expires
Interface state: Interface, Next-Hop, State/Mode

(*, 225.225.125.25), 00:01:10/00:01:32, RP 10.10.10.1, flags: SPF
Incoming interface: Tunnel35, RPF nbr 10.10.20.2, Mroute
Outgoing interface Tist: Null

(10.1.1.1/32, 225.225.125.25), 00:01:10/00:00:59, flags: PFT
Incoming interface: EthernetO, RPF nbr 0.0.0.0, Registering
Outgoing interface Tist: Null

You can use the show ip pim interface command to verify settings on interfaces. Once
you enter the command, you can see:
= IP address on the interface
= Interface type—the PIM version (either 1 or 2)
= PIM mode (Dense, Sparse, or Sparse-Dense)
= Number of neighbors
*  Query timer

= Router that is the designated querier

DalRtrl#show ip pim interface

Address Interface Version/Mode Nbr Query DR
Count Intvl
10.10.10.1 Ethernet0 v2/S 1 30 10.10.10.10

The show ip pim neighbor command gives a list of neighbors.

DalRtrl#show ip pim neighbor

PIM Neighbor Table

Neighbor Address Interface Uptime Expires Ver Mode
192.168.0.10 Ethernet0  00:01:37 00:01:05 v2 Sparse
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When you use the show ip pim rp command, you can display the RPs for your multi-
cast groups:

DalRtrl#show ip pim rp
Group: 225.225.125.25, RP: 10.10.10.1, uptime 00:00:30, expires never

Now you know some of the basic commands that can be used to verify and check your
configurations.

Summary

You and I have discussed and fought through lots of topics in this chapter. You learned
about the different ways that traffic can be transmitted on a network, and the benefits and
drawbacks of each. Then I took you through the multicast addressing range. You saw how
the whole range of addresses is broken up into smaller groups that are used for specific types
of transmissions. Then, just as important was the translation of the multicast IP address to
the multicast MAC address. During that process, you saw that there was a little problem in
determining the IP address from the MAC.

After the addressing section, came the breakdown of the multicast protocols that are used
across the network. We started out with IGMP, going through each of the three versions.
Again, IGMP is used to allow the hosts to request traffic for a given group. Then, came the
two protocols that you can use to limit the flooding of multicast traffic in your switched net-
works. The first open protocol was IGMP snooping, which allows the switch to listen in on
all of the IGMP join messages so that it can learn which hosts want the traffic. Its counterpart
that is fed information from the router, thus preventing the overhead, is CGMP. CGMP works
in conjunction with the router to learn which ports should be used to forward the traffic.

The last protocol that you looked at was PIM. You saw that PIM has three modes of
operation. Those modes can take advantage of the tree-like topologies that are available
with multicast routing. The three modes are dense, sparse, and sparse-dense. The two tree
structures were source rooted and shared. Each of the tree structures had pros and cons.
The shared tree structure required the additional configuration of an RP.

You then looked at the multicast process as a whole and finished by learning some of the
commands that you can use to verify and check the configurations.
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Review Questions

1. How many streams of data would multicast have to send to reach 10 host machines?

A.
B.
C.
D.

1

N
10

2. How is multicast better than unicast when sending the same data to multiple clients?

A.
B.
C.
D.

Uses more bandwidth
Sends the data twice
Uses less bandwidth

Sends the data multiple times

3. What protocol allows communication between hosts and the local router for multicast?

A.
B.
C.
D.

CGMP
PIM
MOSPF
IGMP

4. What Cisco-proprietary protocol allows the router to tell a switch what ports to forward
multicast traffic out?

A. CGMP

B. PIM

C. MOSPF

D. IGMP

5. What transport layer protocol is used for multicast traffic typically?

A. TCP

B. RTP

C. UDP

D. ICMP

6. What is the multicast address range from 224.0.0.0-24.0.0.255 called?

A.

B.
C.
D

Local scope addresses
Global scope addresses
Administratively scoped addresses

Reserved
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Review Questions 3

What is the multicast reserved OUI portion of a MAC address?

A. 00-01-05
B. 00-01-5e
C. 01-00-05
D. 01-00-5e

How many multicast IP addresses can be made from a single multicast MAC address?
A 1

B. 8
C. 16
D. 32

What is the open standard solution for a switch to determine where a multicast host is
located?

A. CGMP
B. PIM
C. IGMP

D. IGMP snooping

What extension did Cisco add to the PIM protocol?
A. PIM-SM

B. PIM-DM

C. PIM extra-dense mode

D

PIM sparse-dense mode
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Answers to Review Questions

1. A. A multicast source only has to send one stream of data.
C. Multicast uses less bandwidth by only sending the data once.

D. IGMP allows the router and the hosts to communicate.

P w0 N

A. CGMP is the Cisco protocol that allows the router to tell the switch where hosts are
located for multicast traffic.

C. Multicast uses UDP to carry traffic.

A. The range is local scoped and can only be used on a single network segment.
D. The reserved multicast MAC address OUI is 01-00-5e.

D. From one MAC address 32 IP addresses can be made.

© ® N o o

D. IGMP snooping can be used by most switches to determine where hosts are located that
have requested multicast traffic.

10. D. Cisco added the PIM sparse-dense mode of operation to PIM.
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IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Describe IPv6 addressing operations
v Describe IPv6 interoperation with IPv4

v Describe, configure, and verify OSPF routing with
IPv6 addressing



In this chapter, I give you the nuts and bolts of Internet Pro-
tocol version 6 (IPv6). IPv6, often called the next-generation
: Internet protocol, was originally created to fix the inevitable
address exhaustion of IPv4. IPv6 also brought greater efficiency and more functionality
than its predecessor, IPv4. With the IPv6, the header and address structure was com-
pletely overhauled and many features that were add-ons or afterthoughts in IPv4 are
now standard. IPvé6 is well equipped to handle the demands of the Internet for years
to come.

? For up to the minute updates on this chapter, check out www. sybex. com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

Operating Internet Protocol
Version 6

The number of people and devices that connect to networks increases daily. This is a ter-
rific thing; we find new and exciting ways to communicate with more people all the time.
The major problem with all this communication was that IPv4 is running out of addresses.
IPv4 only has about 4.3 billion addresses available and not all of those can be used. Only
about 250 million of those addresses can be assigned to devices. Sure, the use of CIDR and
NAT helped to extend the time, but it is going to happen. Consider that there are about 6.5
billion people in the world today. It is estimated that just over 10 percent of that popula-
tion is connected to the Internet. Under IPv4, there wasn’t enough address space for every
person to connect even a single computer. And what about all the other types of devices
like phones, PDAs, appliances, and TVs that can have an IP address. I have more than one
computer; [ am sure you do, too. Now, add in the laptops, game consoles, routers, switches,
and other devices we all use every day! We had to do something or we would run out of
addresses. That is where IPv6 comes in.

In order to begin setting up this test network, I go through the way the addresses are
determined and the basic functions of IPvé6.
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@ Real World Scenario

Implementing IPv6 in FutureTech

You can’t implement IPv6 all in one day. Every system has to have its address changed
and the routing set up, not to mention that all of the operating systems and devices on
the network that have to support the changeover. Additionally, all of the applications and
software that you use have to support the new protocol suite.

To start this process for FutureTech, you are going to set up part of the research and devel-
opment network to use IPv6. This will allow all of the applications and devices to be tested.

The Benefits of IPv6

What is the big deal with IPv6? Is it worth it to upgrade? Of course, there are always people
with the old resistance to change syndrome, but the answer is “Yes!”

Not only does IPv6 provide a lot of addresses (3.4 x 10738; that is a bunch!), but many
other features are built into this version that make the upgrade worth the effort. Later, in
the section called “Interoperating IPv6 and IPv4,” I talk about some of the transition types
for moving from version 4 to version 6. The ability to migrate from one version to the next,
without having to upgrade every bit of hardware and software in your network at one time
is a huge benefit. Today’s networks and the Internet have many requirements that were not
considered necessary when IPv4 was created. To meet those requirements, add-ons were
created, which can make implementation difficult as they are not applied by a standard.
IPv6 has, by default and mandatory implementation, included many of those features. One
such feature is IPSec for end-to-end security. Another is mobility, which allows a device to
roam from one network to another without dropping connections.

Some of the biggest benefits that apply to every network are the efficiency features. To
start off, the header in an IPv6 packet removed half of fields and aligned the fields to 64
bits, which allows processing and lookups to occur faster. Much of the information in the
IPv4 header that was taken out in IPv6 can still be provided in optional extension headers
that follow the basic header fields.

The number of addresses available significantly increased. Well, this increase in the number
of addresses had to come from somewhere right? The number of addresses and some other
benefits came from a larger address space. This means the address is bigger, four times bigger!
An IPv6 address is 128 bits in length. I break down what the address looks like in the section
called “Interoperating IPv6 and IPv4.” The bigger address space allows more levels of hierar-
chy inside the address space, as well as flexible address architecture. It also allows for efficient
and scalable routing because the addresses can be aggregated more effectively.
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IPv6 also allows multiple addresses for hosts and networks. This is especially important
for enterprises that need high availability. The new version of IP now includes a broader
use of multicast communication, which will increase efficiency of networks because the
communications can be more specific. In IPv4, the use of broadcasts was prevalent; this
caused many problems and the worst is a broadcast storm. A broadcast storm involves
uncontrolled forwarding of broadcast traffic, which can bring an entire network down and
use all the bandwidth. Another significant problem with broadcast traffic is the interrup-
tion of every device on the network each time broadcast traffic is received. When a broad-
cast is sent, every device must stop and respond to the traffic, even if the traffic is not for
that host. Now, in IPv6, the broadcasts have been removed, replaced by multicast traffic
instead.

There are two other types of communication: unicast, which is the same as in IPv4, and
a new type called anycast. Anycast is communication that allows an address to be placed
on more than one device. When traffic is sent to that address, it is routed to the nearest host
with that common address. I tell you more about these types of communication in the sec-
tion called “Address Types.”

IPv6 Addressing

It is equally important that you understand the structure and uses of IPv6 addressing. I
have already said that the IPv6 address is much larger (128 bits). Because of this and the
new ways the addresses can be used, it will be more complex to manage. But not to worry,
I break down the basics: what the address looks like, how you can write it, and what many
of the common uses are. Before you know it, this will be as easy as counting sheep!

So let’s take a look. What does an IPv6 address look like? Here is an example in
Figure 9.1.

FIGURE 9.1 Sample IPv6 Address

2001:0db8:3c4d:0012:0000:0000:1234:56ab

Interface 1D
Subnet
Global Prefix

You can see the address is much larger, but what else is different? Well, it has eight
groups of numbers instead of four. The groups are separated by colons instead of periods
and—hey, wait a second—there are letters in that address! Yes, the address is expressed
in hexadecimal, just like a MAC address. So, an IPv6 address could be said to have eight
16-bit, hexadecimal, colon-delimited blocks. That is a mouthful and you haven’t even tried
to say the address out loud yet.
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Making HTTP Connections to IPv6 Devices

One other thing of note | want to mention to you for when you set up your test network to
play with IPv6. (I know all of you are going to do that.) When you use a web browser to make
an HTTP connection to an IPv6 device, you must type the address into the browser with
brackets around the literal address. You have to do this because the colon is already used

by the browser so that you can specify a port number. If you don’t enclose the address, the
browser will have no way to identify the information. An example of this might be:

http://[2001:0db8:3c4d:0012:0000:0000:1234:56ab]/default.html

Now, obviously, you can always use names to specify a destination, but there will always
be times that you will need to type in the address number.

Shortened Expressions

Now, a few things that will help you write these monster addresses. You can abbreviate the
addresses somewhat, but there are a couple of rules for doing so.
You can drop any leading zeros from each of the individual blocks. So, the address

2001:0db8:3c4d:0012:0000:0000:1234:56ab
would look like this:
2001:db8:3c4d:12:0:0:1234:56ab

That is better, at least you don’t have to write all of those extra zeros. But, what about whole
blocks that don’t have anything in them except zeros? Well, I would like to get rid of all of
those, as well. Here is a little rule though; you can replace one or more all zero blocks from
an address with double colons. To replace more than one block, the all zero blocks must be
contiguous. And, you can only make one replacement per address. So, you can remove two
blocks of zeros in

2001:db8:3c4d:12:0:0:1234:56ab
and replace them with double colons, like this:
2001:db8:3c4d:12::1234:56ab

Now, if your address had four blocks of zeros, but the four blocks were separated, you
could not replace them all. Take a look at this address:

2001:0000:0000:0012:0000:0000:1234:56ab
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The best shortened version you could get would be:
2001::12:0:0:1234:56ab

But, 2001::12::1234:56ab would not be a valid address. Remember, you can only have
one set of double colons. If you removed sets of zeros that were not contiguous and put more
than one set of double colons into the address, then the device looking at the address would
have no way to know how to put those zeros back in when it came time to actually deliver
packets. The router would look at the multiple double colons, know from the address length
that four zero blocks need to be inserted, but do I place two blocks into the first double
colons, and two into the second set? Do I place three blocks into the first set and one block
into the second set?” So on and so on, there is no way for the device to know.

Address Types

In IPv4, there are the familiar unicast, broadcast, and multicast addresses, which roughly
defines who (or at least how many other devices) you are talking to. In IPv6, there are uni-
cast, multicast, and anycast addresses. Broadcast addressing is gone, as it is very inefficient.
Let’s look at what each of these types of addressing or communication does for you.

Unicast Packets addressed to a unicast address are delivered to a single interface. For load
balancing, multiple interfaces can use the same address. There are a few types of unicast
addresses.

Global Unicast Global unicast addresses are typically publicly routable addresses, just
like a regular publicly routable address in IPv4.

Link-local Link-local addresses are like private addresses in IPv4; they are not meant to
be routed. Think of them as being used to throw a temporary LAN together for meetings or
a small LAN that is not going to be routed but needs to share and access files and services
locally.

Unique-local Unique-local addresses are meant for nonrouting purposes like link-local,
but they are almost globally unique so it is unlikely they will have an address overlap.
Unique local addresses were designed as a replacement for site-local addresses.

Site-local IPv4 site-local addresses were designed to do almost exactly what IPv4 private
addresses do, allow communication throughout a site while being routable to multiple local
networks. Site-local addresses were deprecated as of September 2004.

Multicast Packets addressed to a multicast address are delivered to all interfaces identified
by the multicast address, same as in IPv4. Multicast addresses are also called one-to-many
addresses. In IPv6, multicast addresses always start with the first 8 bits being all 1s, FF.

The second octet contains the lifetime flag and the scope of the address. There doesn’t
have to be a time to live (TTL) for the address any more because with IPvé6 it is defined in
the address. The first 4 bits of the second octet defines the lifetime and is either a 0 for a
permanent address or a 1 for a temporary multicast address. The last 4 bits of the second
octet defines the scope of the address. Table 9.1 lists the values and what each means.
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TABLE 9.1 Multicast Address Scope Indicators

Value Scope

1 Interface or loopback transmission

2 Local link

3 Local subnet

4 Admin-local, administratively configured
5 Site

8 Organization, multiple sites

E Global

Anycast Anycast addresses identify multiple interfaces and are similar to multicast.
However, the anycast packet is only delivered to one address, the first one it finds defined
in the terms of routing distance. Anycast addresses can also be called one to one of many.

Special Addresses

There are a few addresses and address ranges worth mentioning and remembering because you
will eventually use them. Table 9.2 lists some special or otherwise reserved for use addresses.

TABLE 9.2 |Pv6 Special Addresses

Address Description

0:0:0:0:0:0:0:0, :: With IPv4 it was 0.0.0.0.

Typically the source address of a host when you are using
stateful configuration

0:0:0:0:0:0:0:1, ::1 With IPv4 it was 127.0.0.1.
It is still defined as the loopback address.

0:0:0:0:0:0:192.168.100.1  In a mixed IPv6/IPv4 network, an IPv4 address could be
written like this.

2000::/3 Global unicast address range

FC00::/7 Unique-local unicast range
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TABLE 9.2 |Pv6 Special Addresses (continued)

Address Description

FE80::/10 Link-local unicast range

FF00::/8 Multicast range

3FFF:FFFF::/32 Reserved for examples and documentation
2001:0DB8::/32 Reserved for examples and documentation
2002::/16 6 to 4 transition system, the system which allows IPv6

packets to be transmitted over an IPv4 network without
the need to configure explicit tunnels; see “Interoperating
IPv6 and IPv4”

Using IPv6 in an Internetwork

I take you through some of the finer points of IPv6; I want you to see at how a host can

be addressed and how a host can find other hosts and resources on a network. I help you
explore a device’s ability to automatically address itself, called stateless autoconfiguration,
and then the other type of autoconfiguration, known as stateful. Stateful autoconfigura-
tion uses a DHCP server and is very similar to what you might be used to with IPv4 con-
figuration. I also want you to take a closer look at what ICMP and multicast do for you on
a IPv6 network.

Autoconfiguration

Autoconfiguration is an extremely useful solution for allowing devices on a network to address
themselves with a link-local unicast address. Autoconfiguration occurs by learning the prefix
information from the router and then appending the device’s own interface address as the
interface ID. Where does it get the interface ID? Well, you know that every device on Ethernet
networks has a physical MAC address. The MAC address is used as the interface ID. I know
you are now asking yourself, “The interface ID in the IPv6 address is 64 bits in length and
a MAC address is only 48 bits. Where did the extra 16 bits come from?” The MAC address
is padded in the middle with FFFE. For example, the IPv6 address of a device with a MAC
address of 0060.d673.1987 would look like this after padding 0260.d6FF.FE73.1987. Take a
look at Figure 9.2, so that you can see where the padding is coming from.

Where did the 2 in the beginning of the address come from, right? Well, part of the
process of padding (called modified eui-64 formatting) changes a bit to specify whether
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the address is locally unique or globally unique. The seventh bit in the address is the
bit used.

= A bit value of 1 = globally unique
= A bit value of 0 = locally unique

FIGURE 9.2 Creating the Host Portion of the Address

0060.d673.1987 MAC address
ff.fe Padding
0060.d6 l 73.1987  spiit MAC address
0260.d6ff.fe73.1987  Host portion of IPv6 address

So, in this example, is the address global or locally unique? If you said that it is a globally
unique address, you would be correct!

For the most part, autoconfiguration is going to save you time in addressing your host
machines, because they communicate with the router for this process. To begin the process,
the host requests prefix information (similar to the network portion of an IPv4 address) to
configure its interface. It sends a router solicitation (RS) request asking the router to send
the prefix information. The RS is sent as a multicast to the all routers multicast address.
The actual information being sent is a type of ICMP message. Like everything in network-
ing, the ICMP message includes an identifying number. The RS message is ICMP type 133.
Next, the router answers with the required prefix information. This is accomplished with a
router advertisement (RA). An RA message is also a multicast packet, sent to the all-nodes
multicast address and is ICMP type 134. RA messages are sent on a periodic basis, but to
prevent a host from having to wait until the next scheduled RA, the host sends the RS for
an immediate response. You can see the exchange of messages in Figure 9.3.

FIGURE 9.3 RS andRA Messages
an RA message.

lStep 2: Router sends

Step 1: Host sends
an RS message.

Host receives the RA and
included prefix, allowing it to
autoconfigure its interface.
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This process is called stateless autoconfiguration because it doesn’t contact or connect
and receive any further information for other device. I talk about Stateful autoconfiguration
next with DHCPv6.

In order to enable IPv6 on a router, use the ipv6 unicast-routing global configuration
command.

DalRnDRtrl(config)#ipv6 unicast-routing

By default, IPv6 traffic forwarding is disabled so this command enables IPv6 traffic for-
warding. By default, IPv6 is disabled on all interfaces, therefore, you must go to each inter-
face where you want to run IPv6 and enable it. There are a few ways to enable an interface
for IPv6. It can be easily done by adding an address to the interface. Use the interface con-
figuration command ipv6 address <ipvéprefix>/<prefix-length> [eui-64].

DalRnDRtrl(config-if)#ipv6 address 2001:db8:3c4d:1:0260.d6FF.FE73.1987/64

The entire 128-bit global IPv6 address can be specified, or you can use the eui-64
option. Remember the eui-64 format allows the device to pad its MAC address to create
the interface ID.

DalRnDRtrl(config-if)#ipv6 address 2001:db8:3c4d:1::/64 eui-64

You could also enable the interface and let an automatic link-local address be applied.
Remember, if you only have a link-local address, you will only be able to communicate on
that subnet. To do this, use the ipv6 enable interface configuration command:

DalRnDRtrl(config-if)#ipv6 enable

You have to configure one of these options on each of the interfaces that you want to run
and forward IPvé6 traffic on.

Dynamic Host Configuration Protocol for IPv6

Dynamic Host Configuration Protocol for IPv6 (DHCPv6) is much like it was in IPv4, but
now, obviously, it supports the new addressing. DHCP still provides a couple of other things
for us that autoconfiguration does not. With autoconfiguration there is no mention of DNS
servers, domain names, or many of the other things that DHCP has always provided. This is
why DHCP will still probably be used in most cases with v6. In IPv4 when the client booted,
it sent a broadcast, a DHCP discover message, looking for a server to give it the required
information. With IPv6, the RS and RA process happens first. If there is a DHCPv6 server
on the network, the RA that is returned to the client will tell it if DHCP is available for use.
If there is no router found, it sends a DHCP solicit message. The solicit message is a multicast
message sent to ff02::1:2, which is the all-DHCP agents (servers and relays).

There is some support for DHCPv6 in the Cisco 10S, but the Cisco IOS only supports a
stateless DHCP server. There is no address management for the pool, and the only options
that you can configure in the pool are DNS server, domain name, and SIP servers. This
means that you will need to have some other server to support giving out the other required
information and to better manage address assignment.
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@ Real World Scenario

Comparing Addressing Types

Think about the hosts in the research and development (RnD) network that you are con-
verting over to use IPv6. Take a look at Figure 9.4; you can see two of the subnets that the
RnD people use for design and to control new products that are in development.

FIGURE 9.4 RnD System Setup
DalRnDRtr1 DalRnDRtr2

CAD systems —_

.
v |

~an Logic controller systems

If you use autoconfiguration to address your subnets, each of the clients and devices on a
subnet will get an address, but the address is a link-local address. That means that the CAD
systems the RnD guys have on one subnet will be able to talk, but the logic controller sys-
tems would not be able to communicate with CAD systems. Autoconfiguration is very useful
for getting basic connectivity to systems, but not for complete connectivity.

If you use DHCP, just as in IPv4, each system gets an address and all of the options that
you want to set for the scope. This is the only way that a system, whether it’s the CAD

or logic controller system, would get the addresses for DNS, WINS, or whatever other
services you might have running on the network that they need. Once the systems have
received DHCP address information they can communicate off of the local subnet and out
to the Internet if you are allowing them to do so.

Here is the configuration for the stateless DHCP server in the router IOS.

DalRnDRtrl(config)#ipv6 dhcp pool ?

WORD DHCP pool name

DaTRnDRtr1(config)#ipv6 dhcp pool test
DaTRnDRtri1(config-dhcp)#?

IPv6 DHCP configuration commands:

default Set a command to its defaults
dns-server DNS servers
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domain-name Domain name to complete unqualified host names
exit Exit from DHCPv6 configuration mode
no Negate a command or set its defaults

prefix-delegation 1IPv6 prefix delegation

sip SIP Servers options
DalRnDRtri1(config-dhcp)#dns-server ?

Hostname or X:X:X:X::X Server's name or IPv6 address
DalRnDRtrl(config-dhcp)#domain-name ?

WORD A domain name

DalRnDRtrl(config-dhcp)#domain-name lammle.com
DalRnDRtrl(config-dhcp)#prefix-delegation ?

X:X:X:X::X/<0-128> 1IPv6 x:x::y/<z>

aaa Acquire prefix from AAA

pool IPv6 prefix pool
DalRnDRtrl(config-dhcp)#prefix-delegation pool ?

WORD IPv6 prefix pool

DalRnDRtrl(config-dhcp)#prefix-delegation pool test ?

Tifetime Configure prefix lifetimes

<cr>

DalRnDRtrl(config-dhcp)#prefix-delegation pool test lifetime ?
<60-4294967295> Valid lifetime (seconds)

at Expire prefix at a specific time/date

infinite Infinite valid lifetime
DalRnDRtrl(config-dhcp)#prefix-delegation pool test lifetime 3600 ?
<60-4294967295> Preferred lifetime (seconds)

infinite Infinite preferred lifetime
DalRnDRtrl(config-dhcp)#prefix-delegation pool test lifetime 3600 3600 ?
<cr>

DalRnDRtrl(config-dhcp)#prefix-delegation pool test lifetime 3600 3600

Now that you have the pool set, you just have to assign it to the server. That is done like
this.

DalRnDRtrl(config)#int fa 0/0
DalRnDRtrl(config-if)#ipvé dhcp server ?
WORD Name of IPv6 DHCP pool
DaTRnDRtr1(config-if)#ipv6e dhcp server test
DaTRnDRtrl(config-if)#

You now have a fully configured DHCPv6 server applied to out an interface that will
service the hosts from the subnet.
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Internet Control Message Protocol for IPv6

IPv4 used Internet Control Message Protocol (ICMP) for many things; it provided error
messages, such as destination unreachable, and troubleshooting functionality, such as ping
and traceroute. ICMP for IPv6 (ICMPv6) still does those things for us, but unlike its pre-
decessor the v6 flavor is not implemented as a separate Layer 4 protocol. ICMPv6 has been
incorporated into IPv6 and information is carried in an extension header, appended to the
basic IPv6 header information. Some of the most useful functions include:

= Packet fragmentation prevention
= Neighbor discovery

= Multicast listener discovery

Packet Fragmentation Prevention ICMPv6 prevents packet fragmentation a process
called path maximum transmission unit (MTU) discovery (PMTU-D). The source node of
a connection sends a packet that is equal to the MTU size of its local link MTU. As this
packet traverses the path toward the destination, any link that has an MTU smaller than
the size of the current packet forces the intermediate router to send a packet too big mes-
sage back to the source. The packet too big message tells the source the maximum size of
the restrictive link, which allows the source to send a new packet at the new, smaller size.

The PMTU-D process continues until the destination is reached, with new, smaller pack-
ets sent as necessary. When the destination is reached, the source will have the new path
MTU. Now when the rest of the data packets are transmitted, there will be no fragment-
ing of the packets.

Neighbor Discovery ICMPv6 now takes over the task of finding the address of other
devices on the local link, a task that the IPv4 address resolution protocol (ARP) used to
perform. Now called neighbor discovery, the process is accomplished using the multicast
address known as the solicited node address. All hosts join this multicast group when they
connect to the network.

With the ARP process, when a host needed to know another host’s MAC address, an
ARP was broadcast containing the unknown hosts IP address. That unknown host would
then send back its MAC address. Since, there is no broadcast in IPv6 the multicast neigh-
bor discovery process was created. Now in IPv6, a discover message is sent out, and the
unknown host will reply with its MAC address. The multicast request looks like this
FF02:0:0:0:0:1:FF/104 and is called the solicited node address. The sender adds part

of the IPv6 address (the rightmost 24 bits) of the unknown host’s address to the end of
the multicast address. When the address is queried, the corresponding host sends back

its Layer 2 address. A device can use this process to find routers and keep track of other
neighbor devices on the network. When I talked about RA and RS messages earlier in this
chapter and told you that they were using multicast traffic to request and send address
information, that too was a function of ICMPv6—specifically neighbor discovery.
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Multicast Listener Discovery In IPv4, the protocol IGMP was used to allow a host device
to tell its local router that is was joining a multicast group and would like to receive the
traffic for that group. This IGMP function as been incorporated into ICMPv6, as well; the
process is called multicast listener discovery.

IPv6 Routing Protocols

Most of the routing protocols I've told you about have been upgraded for use in IPv6 net-
works. Many of these functions and configurations that you have already learned will be
almost the same in IPv6. But, there are no broadcasts in IPv6 so any protocols that used
entirely broadcast traffic are now out of luck; not that it is a bad thing since you didn’t want to
use them on your IPv4 networks! The IPv6 routing protocols got new names and a facelift.

=  RIP next generation (RIPng)

. EIGRPv6
- OSPEv3
RIPng

RIP has worked very well on smaller networks for a long time and, for that reason, it is
still around for IPv6. The primary features of RIPng are the same as they were in RIPv2.
It is still a distance vector protocol, has a max hop count of 15, uses split horizon, poison
reverse, and other loop avoidance mechanisms, and now uses UDP port 521. It still uses
multicast to send its updates, but because we are now using IPv6 for transport the address is
FF02::9. That is actually kind of nice, since the RIPv2 the multicast address was 224.0.0.9.
The address still ends in 9, but now it is in the new IPv6 multicast range. Most of the routing
protocols kept this similarity.

There are, of course, differences in the new version. As you know, in order to send
data, routers store the address of the neighbor route for a given destination network.
In RIPng, routers keep track of this next-hop address using a link-local address, not a
global address.

Enabling RIPng

Probably one of the biggest changes with RIPng (and all of the IPv6 routing protocols

for that matter) is the fact that you configure or enable the advertisement of a network
from interface configuration mode, instead of using a network command from the router
configuration mode. In the case of RIPng if you enable it directly on an interface, without
going to router configuration mode and starting a RIPng process, a new RIPng process
will be started for you. It will look something like this.

DalRnDRtrl(config-if)#ipv6 rip 1 enable
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The one (1) in this command is a tag that identifies the process of RIPng that is running. Now
like | said, this will start a process of RIPng and you will not have to go to router configuration
mode. However, if you need to go to router configuration mode to configure some other func-
tion such as redistribution, then you still can. It will look like this on your router.

DalRnDRtrl(config)#ipv6 router rip 1
DaTRnDRtrl(config-rtr)#

Remember RIPng will function much like RIP; the biggest difference is instead of using
the network command you enable the interface to route the connected network.

EIGRPv6

Of course, we still have EIGRP. It already used protocol-dependent modules, so it was a
simple matter to add a new module for the IPv6 protocol. Most of the features that EIGRP
provided are still available in EIGRPv6.

= EIGRPv6 is still an Advance Distance Vector Protocol with some link state features.
= The neighbor discovery process using hellos still occurs.
= EIGRPv6 still provides reliable communication with reliable transport protocol.

= EIGRPv6 provides loop-free fast convergence using the Diffused Update
ALgorithm (DUAL).
= Hello packets and updates are sent using multicast transmission, and like RIPng.

= The EIGRPv6 multicast address stayed very near the same; the IPv4 address 224.0.0.10
is now FF02::A (A = 10 in hexadecimal notation)

Enabling EIGRPv6

There are then the differences in the two versions of EIGRP. Most notably, just as with
RIPng, the network and interface to be advertised must be enabled from the interface con-
figuration mode. In EIGRPVE, the router configuration mode must still be used to enable the
routing protocol. That is most of all because the routing process must be literally turned on,
like an interface with the no shutdown command. The configuration for EIGRPv6 is going to
look like this.

DaTlRnDRtrl(config)#ipv6 router eigrp 10
The 10 in this case is the autonomous system number.

DalRnDRtrl(config-rtr)#no shutdown
DalRnDRtrl(config-if)#ipve eigrp 10

Other options can be configured in the router configuration mode such as redistribution.




328 Chapter 9 - Internet Protocol Version 6 (IPv6)

OSPFv3

We can round out the protocol list with OSPFv3. That is not a typo; it really is v3. OSPF
for IPv4 was actually OSPFv2, so when it was updated for IPv6, it became OSPFv3. So
don’t get confused with the version numbers. The foundation of OSPF remains the same
with this new version; it is still a link state routing protocol that divides an entire internet-
work or autonomous system into areas, creating a hierarchy. But a few of the things that I
talked about in Chapter 4, “Routing Concepts and Distance Vector Routing Protocols,” are
slightly different.

In OSPFv2, the router ID was determined with one of IP addresses assigned to the router
(or an ID you assigned). In version 3, you must assign the router ID. The RID, area ID, and
link state ID are still 32-bit values, but are not found using the IP address anymore because
IPv6 addresses are 128 bits. Changes in the way these values are assigned along with the
removal of the IP address information from the OSPF packet headers makes the new ver-
sion of OSPF capable of being routed over almost any network layer protocol. Adjacencies
and next-hop attributes now use link-local addresses. OSPF v3 still uses multicast traffic to
send its updates and acknowledgements the addresses are now FF02::5 for OSPF routers
and FF02::6 for OSPF designated routers. These are the replacements for 224.0.0.5 and
224.0.0.6 respectively.

OSPFEv2 gave you the ability to assign the specific networks and interfaces that would be
included in the OSPF process. Assignments were configured using the router configuration
process. Now, like the other IPv6 routing protocols, the interfaces and therefore the networks
attached to them are configured on the interface.

Enabling OSPFv3
The configuration for OSPFv3 is going to look like this.

DalRnDRtrl(config)#ipv6 router osfp 10
DalRnDRtrl(config-rtr)#router-id 1.1.1.1

Other configurations, such as summarization and redistribution, can be accomplished
from router configuration mode. This configuration isn’t required if you configure
OSPFv3 from the interface. When the interface configuration is completed, this router
configuration process is added automatically. The interface configuration looks like this.

DalRnDRtrl(config-if)#ipve ospf 10 area 0.0.0.0

When you configure OSPFv3 on an interface, the interface is placed into the routing
process. All of the IP addresses that are configured on that interface are thereby placed
into the process. You can’t configure a specific address or prevent an address from being
placed into the process.
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Interoperating IPv6 with IPv4

So, now you know how IPv6 works and how to configure it to work on your networks. But
what is the cost of doing this and how much work is really going to take?

Those are good questions. In terms of cost, it depends on the infrastructure that you cur-

rently have. If you have to upgrade all of your routers and switches so that they are IPv6
compliant, that could be a good chunk of change. And that doesn’t even touch on server
and computer operating systems (OS) costs or the cost of the work that will have to done to
make applications compliant. But never fear. Many OSs and network devices have been IPv6
compliant for a few years now. You just haven’t been using the features until now. The other
question though, about the amount of work and time, could still be a hang up. It is going to
take time to get all of your systems moved over and make sure that things work correctly.
Let me introduce you to three of the primary migration strategies made to allow for a slower,
phased-in integration. Dual stacking allows a device to have both an IPv4 and an IPvé6 proto-
col stack running. Implementing IPv6 using dual stacking allows you to handle both existing
IPv4 communications and newer IPv6 communications. The 6t04 tunneling approach is very
useful if you have an all IPv6 network that must communicate over an IPv4 network to reach
another IPv6 network. The third type of migration strategy is called network address transla-
tion—protocol translation (NAT-PT). It is not typical NAT that is translating public to private
addresses. NAT-PT translates IPv6 addresses to IPv4 addresses.

Dual Stacking

Dual stacking is the most common migration strategy. It allows the devices to communicate
using either IPv4 or IPv6. This technique allows for one-by-one upgrade of applications
and devices on the network. As more and more things on the network are upgraded, more
of you communication will occur over IPv6. Eventually all devices and software will be
upgraded and the IPv4 protocol stacks can be removed. The configuration of dual stacking
on a Cisco router is very easy; it requires nothing more than enabling IPv6 forwarding and
applying an address to the interfaces which are already configured with 1Pv4.

@ Real World Scenario

Getting RnD Data out of the RnD Network

You are still working with the RnD subnets. The R&D department still needs to send data
out to the rest of the network and to the Internet. However, since the rest of the network
is not converted over to IPv6, the RnD data is going to need to be converted so that all of
the IPv4 devices on the rest of the network will know how to handle the data. The easiest
method of accomplishing this task is by using a dual stacked router. Any of you who have
had more than one network protocol running on your network are familiar with this term.
| used to do it when | had IP and IPX running on the same network. Whatever router is on
the border of the IPv6 and IPv4 networks will have addresses from each protocol. This
allows the router to act as a translator between the two protocol types.
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It will look something like this.

DalRnDRtrl(config)#ipv6 unicast-routing
DalRnDRtrl(config)#interface fastethernet 0/0
DaTRnDRtri1(config-if)#ipv6 address 2001:db8:3c4d:1::/64 eui-64
DalRnDRtrl(config-if)#ip address 192.168.255.1 255.255.255.0

Tunneling

Tunneling is super useful for carrying IPv6 data over a network that is still IPv4. You can
implement this solution in the network a couple of ways: manual tunnel and the automatic
6t04 tunnel.

In some cases, you will have IPv6 subnets or portions of your network that are all IPv6,
and those networks will have to communicate with each other. Traffic may need to pass over
a WAN or some other network that you do not control. So how do you fix this problem?

By creating a tunnel that will carry the IPv6 traffic across the IPv4 network for you. Now
creating a tunnel is not that hard and isn’t difficult to understand. It is really taking the IPv6
packet that would normally being traveling across the network, grabbing it up, and placing
an [Pv4 header on the front of it.

@ Real World Scenario

Carrying IPv6 Traffic across the Network

The IPv6 testing is progressing very well and the RnD department have been working
out many of the bugs that are in the software and applications. The RnD department
folks want to take the testing to the next level. It is required that the RnD systems in
the London office run IPv6 and be able to communicate to the systems that are
already IPv6 in Dallas. What you end up with are two islands of IPv6 networks. To
keep the overhead down and so that there is no lose of information, you are going to
connect the two networks using tunneling. Tunneling allows the native IPv6 packet
to remain the same. When the border of the IPv4 network is reached, the IPv6 packets
will be encapsulated with and IPv4 header. The IPv4 header allows the data to be car-
ried across the rest of the FutureTech IPv4 network. Once the data reaches the IPv6
network in London, the encapsulation is removed and the IPv6 hosts read the packet
as if nothing happened to it.

Take a look at Figure 9.5; it shows that exact scenario.
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FIGURE 9.5 Tunneling

Dual Stack Dual Stack
DalRnDRtr1 DalRnDRtr2
IPv6 host and ~ ~m IPv6 host and
network in Dallas_—4 IPv4 network \———| =~ network in London
IPv4: 192.168.30.1 IPv4: 192.168.40.1
IPv6: 2001:db8:1:1::1 IPv6: 2001:db8:2:2::1
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In order to make this happen, you are going to use couple of dual-stacked routers. You
just have to add a little configuration to place a tunnel between the routers. Tunnels are
very simple; you simply tell each router where the tunnel starts and where it ends. Use
the information from the Figure 9.5 and configure the tunnel on each router.

DalRnDRtrl(config)#int tunnel 0
DalRnDRtrl(config-if)#ipv6 address 2001:db8:1:1::1/64
DalRnDRtrl(config-if)#tunnel source 192.168.30.1
DaTlRnDRtrl(config-if)#tunnel destination 192.168.40.1
DalRnDRtrl(config-if)#tunnel mode ipv6ip
LonRnDRtr2(config)#int tunnel 0
LonRnDRtr2(config-if)#ipv6 address 2001:db8:2:2::1/64
LonRnDRtr2(config-if)#tunnel source 192.168.40.1
LonRnDRtr2(config-if)#tunnel destination 192.168.30.1
LonRnDRtr2(config-if)#tunnel mode ipv6ip

The London and Dallas IPv6 networks can now communicate over the IPv4 network.
Remember, this is not meant to be a permanent configuration; the end goal is to have an
all IPv6 network end to end.

The second tunneling method is 6t04 tunneling. This method automatically creates a
connection between IPv6 networks that are separated by a IPv4 network. The 6t04 tunnel-
ing method creates an IPv6 prefix for each of the IPv6 networks. This can make the deploy-
ment of IPv6 much faster because the addresses don’t have to obtained from Internet service
providers (ISPs) or registries.

The 6t04 tunneling method requires that the edge routers be updated with a special code
or IOS, but all other IPv6 hosts and routers inside the 6t04 site aren’t required to implement
any new features or code to support 6t04. Each 6t04 site receives a /48 prefix, which is made
up with two parts 0x2002 and the hexadecimal IPv4 address of the edge router.
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@ Real World Scenario

Dynamic Tunnel Creation

Once the testing is complete between Dallas and London, there will be other sites that
need to be added to the IPv6 network. The tunneling method | have shown you works well,
but it is manual and doesn’t allow for the rest of the network to change. The 6t04 tunnel-
ing method is dynamic and allows tunnels to be created whenever there is a destination to
send traffic to. Let me give you an example.

The IPv4 address of the edge router is 192.168.10.1. It is the edge router on the IPv4
network; behind it is the IPv6 network. The router will automatically make the prefix for
its IPv6 network, it would be 2002:c0a8:0a01:: /48. The part of the prefix, c0a80a01l is
created directly from the IPv4 address and is nothing more than the hexadecimal repre-
sentation of 192.168.10.1. The IPv6 network can substitute any IP address in the space
after the first 16-bit section (0x2002). The 2002 prefix has been specifically set aside for
use in 6t04 tunneling.

So when an IPv6 packet reaches a router interface with a destination address in the range
of 2002:: /16, the 6104 edge router extracts the IPv4 address that is embedded in the
2002: : destination address. That edge router then encapsulates the IPv6 packet into an
IPv4 packet. The destination of the packet will be the IPv4 address that was pulled out of
IPv6 destination address.

That new IPv4 destination address represents the address of the 6t04 edge router at the
other end of the tunnel. Behind that router is the destination 6t04 site. The destination
edge router removes the IPv6 packet from the IPv4 packet, finally forwarding the original
IPv6 packet to its real destination IPv6 host.

One other thing that maybe noteworthy, if the IPv4 network that you are traversing has
a NAT translation point, it will break the tunnel encapsulation that you created. NAT over
the years has had many upgrades that allow it to handle specific protocols and dynamic
connections. Without one of these upgrades, NAT breaks most connections. Since this tran-
sition strategy is not in most NAT implementations, connections often are broken. There is
a way around this problem, it is called Teredo. Teredo allows all tunnel traffic to be placed
in UDP packets. UDP packets do not have the problem of being broken like other protocols
do. With Teredo in place, the packets will be able to slip by NAT without problems.

NAT-PT

You may have heard that IPv6 does not have any NAT in it. You are correct. IPv6 itself
does not have a NAT implementation. The transition strategy is NAT protocol translation
(NAT-PT). NAT-PT should be used as a last resort for making IPv4-only and IPv6-only
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hosts communicate. Much like NAT for IPv4, there are a couple of ways that you can
implement it.

= Static NAT-PT provides a one-to-one mapping of a single IPv4 address to a single IPv6
address. (Remind you of static NAT?)

= Dynamic NAT-PT uses a pool of IPv4 addresses to provide a one to one mapping with
an IPv6 address. (Sound kind of familiar?)

= Network Address Port Translation—-Protocol Translation (NAPT-PT) provides a many-
to-one mapping of multiple IPv6 addresses to a single IPv4 address and a port number.

As you can see, NAT is not being used to translate a public and private IPv6 address as
it did in IPv4, but instead between the two address types (IPv4 and IPv6). Again, NAT-PT
should be used as an absolute last resort. In most cases, a tunneling approach will work
much better and without the headache of this configuration and system overhead.

Summary

IPv6 has many new things for you to learn and challenges to face in the future. Just when you
were starting to get comfortable with IPv4, here I am telling you that there is a whole new
protocol suite to learn. I started with the reasons why a new protocol suite is needed. While
there are many compelling reasons to swap, ultimately your decision to change is going to
come down to money or the fact that you just can’t put any more hosts on the network. Even
then, I don’t know if some people will want to change.

The new addressing structures are exciting for me. I like that fact that I don’t have to
subnet anymore. The logic in the new address range is great because not as many addresses
are wasted and there will be plenty of addresses for years to come. The autoconfiguration
that is possible in IPv6 is great, too; now you can put new hosts on the network and they
can start to communicate right away.

Some of the new ways to communicate are going to bring great benefits for the applications
of tomorrow. You don’t have to worry about broadcasts wasting bandwidth, and think of the
possibilities that you have with the anycast address.

It is only fitting that I took the routing protocols that you know and work so well and
showed you how to upgrade them to work with this new protocol suite. You saw that the
way you configure them is going to make your administrative tasks much easier.

Finally, everyone knows that the migration to IPv6 is not going to happen overnight or
all at once. So I showed you a few ways that you can slowly migrate and allow the old IPv4
devices and those that are converted to IPv6 communicate together. They may not be great
solutions for the long run, but the end goal is to have an all IPv6 network anyway.
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Review Questions

1. Why is IPv6 becoming necessary for networks today?
A. Not enough devices
B. Almost out of IPv4 addresses
C. Too many addresses

D. Just to upgrade

2. How many bits are in an IPv6 address?

A. 32
B. 64
C. 9%
D. 128

3. How many sets of double colons can be used in an IPv6 address?

A 1
B. 2
C. 3
D. 4

4. What is a required feature in all implementations of IPv6?
A. Wireless
B. No frames

C. IPSec
D. Broadcasting

5. What new type of transmission is included in IPv6?
A. Unicast
B. Multicast
C. Broadcast
D. Anycast

6. What is the first octet of an IPv6 multicast address?
A. AA

B. BB

C. DD

D. FF



10.

Review Questions

During autoconfiguration a router sends out what type of message?

A.
B.
C.
D.

RS
RD
RA
RF

It is not possible to route IPv4 and IPv6 traffic at the same time.

A.
B.

True

False

What is the simplest and most common type of migration?

A.
B.
C.
D.

Dual stacking
Tunneling
6t04 tunneling
NAT-PT

What type of tunneling provides dynamic tunnel creation for IPv6 networks?

A.

B.
C.
D

Tunneling
6t04 tunneling
IPSec

PPTP
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Answers to Review Questions

1. B. The world is almost out of IPv4 addresses; IPv6 is the chosen solution to the problem.

N

D. There are 128 bits in an IPv6 address, expressed in hexadecimal.

W

A. Only one set of double colons can be used, or a device will not know where to place the

fields back into the address.

C. IPSec and mobile IP must be included in all implementation of IPvé.
D. Anycast is used now in IPv6, and broadcasts have been removed.
D. The first 8 bits (octet) of a multicast address is FF.

C. A router sends out a router advertisement (RA) message to the clients.
B

. False. It is possible for IPv4 and IPvé6 to be routed at the same time on the same network.

®© ® N o o &

A. Dual stacking is the most common and easiest to implement type of migration.

10. B. You can create 6t04 tunnels dynamically for use between IPvé6 sites.



Redundancy Protocols

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Explain the functions and operations of gateway redun-
dancy protocols, including HSRP, VRRP, and GLBP

v' Configure HSRP, VRRP, and GLBP

v Verify high availability configurations



In this chapter, I show you how to provide redundancy and load-
s balancing features to your network using just your routers. You
BESASTS don’t always need to buy some overpriced load-balancing device.
I show you how to configure and use HSRP and VRRP. You will see that while they are very
similar in function, they operate slightly differently. Finally, I show you how to configure and
use GLBP. GLBP allows you to use up to four routers in a true load-balancing solution.

? For up-to-the-minute updates on this chapter, check out www. sybex.com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

Client Redundancy Issues

How can you configure a client to send data off its subnet when its default gateway router
has gone down? Typically, the answer is you can’t. Most host operating systems don’t allow
you to change data routing. Sure, if a host’s default gateway router goes down, the rest of the
network will converge, but the network doesn’t share that information with the hosts. Take
a look at Figure 10.1; you can see what I am talking about. There are actually two routers
available to forward data for the local subnet, but the hosts only know about one of them.
They learn of this router when you give them the default gateway.

FIGURE 10.1 Default Gateway

'y vy

Fa0/ Fa0/1
Fa0/0 Virtual Router Fa0/0
10.0.0.1 10.0.0.10 10.0.0.2

IP: 10.0.0.100
Gateway: 10.0.0.1
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I am sure that you are asking, “Is there another way to use the other router?” The answer is
complicated. There is feature that is enabled by default on Cisco routers called Proxy Address
Resolution Protocol (Proxy ARP). Proxy ARP enables hosts, which have no knowledge of
routing options, to obtain the MAC address of a gateway router that can forward packets off
of the local subnet for them.

You can see how this happens in Figure 10.2. If a proxy ARP enabled router receives
an ARP request for an IP address that it knows is not on the same subnet as the requesting
host, it responds with an ARP reply packet to the host. The router will give its own local
MAC address (the MAC address of its interface on the host’s subnet) as the destination MAC
address for the IP address that the host wishes to be resolved. After receiving the destination
MAC address, the host will send all the packets to the router, not knowing that what it sees
as the destination host is really a router. The router then forwards the packets toward the
intended host; this process may have to be repeated along the path to the host.

FIGURE 10.2 Proxy ARP

Fa0/1 Fa0/1
. 7~ ‘ 7~ . % ’
Fa0/0 Virtual Router Fa0/0
10.0.0.1 10.0.0.10 10.0.0.2
Proxy AQ\
Response

IP: 10.0.0.100
Gateway: 10.0.0.1

With proxy ARP, the host device sends traffic as if the destination device were located on
its own network segment. If the router that responded to the ARP request fails, the source
host continues to send packets for that destination to the same MAC address, but since that
is to a failed router, the packets will be discarded.

After the timeout period on the host, the proxy ARP MAC address ages out of the ARP
cache. The host can then make a new ARP request for the destination and get the address of
another proxy ARP router. However, the host cannot send packets off of its subnet during
the failover time. Not a perfect situation, there has to be a better way right? That is where
redundancy protocols come to the rescue.
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Introducing Redundancy Protocols

Redundancy protocols work by giving you a way to configure more than one router to
appear as one single router. This makes client configuration and communication easier
because you can configure a single default gateway and the host machine can use its
standard protocols to talk.

How does a redundancy protocol accomplish this? The protocols that I am going to
describe for you do this basically by presenting a virtual router to all of the clients. The
virtual router has its own IP and MAC addresses. The IP address is the address that is con-
figured on each of the host machines as the default gateway. The virtual MAC address is the
address that will be returned when an ARP request is sent by a host. The hosts don’t know
or care which physical router is actually forwarding the traffic.

It is then the responsibility of the redundancy protocol to decide which physical router will
actively forward traffic and which one will be placed in standby in case the active router fails.
Even if the active router fails, the swap over to the standby router will be transparent to the
hosts because the virtual router (which is really just the virtual IP and MAC addresses) are
picked up by the standby router.

In the sections that follow, I discuss the following redundancy protocols.

= Hot Standby Router Protocol (HSRP)
= Virtual Router Redundancy Protocol (VRRP)
= Gateway Load Balancing Protocol (GLBP)

Hot Standby Router Protocol HSRP provides a redundant, but not a load-balanced,
gateway for hosts on a local subnet. HSRP is a Cisco-proprietary protocol that allows you
to configure two routers into a standby group that shares an IP address and MAC address
and provides a default gateway. When the IP and MAC addresses are independent from
the routers’ physical addresses, they can swap control of the address in the event that the
current forwarding (active) router should fail.

Virtual Router Redundancy Protocol VRRP also provides a redundant, but not a load-
balanced, gateway for hosts on a local subnet. VRRP is an open standard protocol that
functions almost identically to HSRP. Later in this chapter, I discuss the small differences
that exist between the protocols.

Gateway Load Balancing Protocol GLBP not only provides a redundant gateway, but is a
true load-balancing solution for routers in a forwarding group. GLBP allow a maximum of
four routers in each forwarding group. By default, the active router directs the traffic from
hosts to each successive router in the group using a round-robin algorithm. The hosts are
directed to send their traffic toward a specific router by being given the MAC address of the
next router in line to be used.
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Hot Standby Router Protocol

The first protocol I want to go over is HSRP. This is a Cisco-proprietary protocol that can
be run on most, but not all, Cisco router and multilayer switch models. HSRP defines a
standby group each of the standby groups that you define include:

= Active router

= Standby router

= Virtual router

= Any other routers that maybe attached to the subnet

The standby group will always have two routers that are participating in the group. The
primary players in the group are the one active router and one standby router that commu-
nicate to each other using multicast Hello messages. The Hello messages provide all of the
required communication for the routers. The Hellos contain the information required to
accomplish the election that decides the active and standby router positions. They also hold
the key to the failover process. If the standby router stops receiving Hello packets from the
active router, then it takes over the active router role.

HSRP Timers

Before I go further into the roles that each of the routers can have in an HSRP group, 1
want to define the HSRP timers. The timers are very important in the operation of HSRP
because they ensure communication between the routers and, if something goes wrong,
allow the standby router to take over. The HSRP timers include:

=  Hello timer
=  Hold timer
= Active timer

= Standby timer

Hello Timer The Hello timer is defined as the interval at which each of the routers sends
out its Hello messages. The default interval for the Hello timer is 3 seconds. The Hello mes-
sages identify the state that each router is in. The state defines the role and actions each of
the routers will take in the group. This timer can be changed, but it used to be thought that
lowering the Hello value would place an unnecessary load on the routers. That isn’t true
with most of the routers today; in fact, you will see later in the chapter that it is possible

for you to configure the timers in milliseconds. This allows the failover time to be much
less than one second. However, increasing the value will make the standby router wait for

a longer period before it takes over when the active router fails or can’t communicate.
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Hold Timer The hold timer specifies the interval the standby router uses to determine
whether the active router is offline or out of communication. By default, the hold timer is
10 seconds, roughly three times the Hello timer. If one timer is changed for some reason, it
is reccommended that this multiplier be used to adjust the other timers. By setting the hold
timer at three times the Hello timer, you ensure that the standby router doesn’t take over
the active role every time there is a short break in communication.

Active Timer The active timer is used to monitor the state of the active router. The timer
resets each time a router in the standby group receives a Hello packet from the active router.
This timer expires based on the hold time value that is set in the corresponding field of the
HSRP hello message.

Standby Timer The standby timer is used to monitor the state of the standby router.

The timer resets any time a router in the standby group receives a Hello packet from the
standby router. This timer expires based on the hold time value that is set in the respective
hello packet.

Group Roles

Each of the routers in the standby group has a specific function and role to fulfill. The three
main roles are the virtual router, active router, and standby router. Other routers may also
be included in the group.

Virtual Router The virtual router, by its very name, is not a physical entity. It really just
defines the process that is held by one of the physical routers. The physical router that com-
municates as the virtual router is the current active router. The virtual router is nothing
more than a separate IP address and MAC address that packets are sent toward.

Active Router The active router is the physical router that receives data and routes it on
toward the destinations. This router, in addition to accepting data sent to its own physical
MAC address, accepts all the data sent to the MAC address of the virtual router. Not only
will the active router take care of processing the data that is being forwarded, but any ARP
requests that are sent out for the virtual routers IP address will be answered by the active
router as well.

Standby Router The standby router is the backup to the active router. Its job is to monitor
the status of the HSRP group and quickly take the over packet-forwarding responsibility if the
active router fails or loses communication. Both the active and standby routers transmit Hello
messages to inform all other routers in the group of their role and status.

Other Routers An HSRP group can have additional routers that are members of the group
but are not taking a primary role of active or standby state. These routers constantly listen
to the Hello messages sent by the active and standby routers. They make sure that an active
and standby router exists for the HSRP group that they belong to. These other routers will
forward data that is specifically addressed to their own IP addresses, but they will never for-
ward data addressed to the virtual router unless elected to the active or standby state. These
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routers send “speak” messages based on the Hello interval. Speak messages allow other
routers to know their position in an election.

Virtual MAC Address

A virtual router in a HSRP group has a virtual IP address and a virtual MAC address.
Where does the virtual MAC come from, though? The virtual IP address isn’t that hard to
figure out; it just as to be a unique IP address on the same subnet as the hosts. But MAC
addresses are a little different, right? Or are they?

Typically, people know that a TCP/IP host has a MAC address and most people today think
that you can’t change them, which is partly true. Most network interface controllers (NICs)
today won’t let you change the MAC address. It hasn’t always been that way, on old NICs you
set dip switches to set the MAC address. Why is that important? Well, nothing in the standard
requires that a host have only one MAC address. You know that from multicast transmissions.
Well, with HSRP you are going to create a totally new, made-up MAC address as well.

The HSRP MAC address you create is different from multicast MAC address though.
You don’t have to worry about translating it from the IP address. The HSRP MAC address
only has one variable piece in the address. The first 24 bits still identify the vendor who
manufactured the device (the organization identifier). The next 16 bits tell you that the
MAC address is a well known HSRP MAC address. Finally, the last 8 bits of the address
are the hexadecimal representation of the HSRP group number.

I want to show you what I mean. Here is an example of what a HSRP MAC address
would look like.

0000.0c07.ac0a

= The first 24 bits (0000.0c¢) are the vendor ID of the address; in the case of HSRP being
a Cisco protocol the ID is assigned to Cisco.

= The next 16 bits (07.ac) are the well-known HSRP ID; this part of the address was
assigned by Cisco in the protocol so you always recognize that the address is for use
with HSRP.

= The last 8 bits (0a), which are the only variable bits, represent the HSRP group
number that you assign. In this case, the group number is 10; the group number is
converted to hexadecimal when it is placed in the MAC address where it becomes
the Oa that you see.

You can see this MAC address added to the ARO cache of every router in the HSRP
group. There will be the translation from the IP address to the MAC address and the inter-
face that it is located on.

HSRP States

A router in an HSRP group can be in one of these states: initial, learn, listen, speak,
standby, or active. Table 10.1 lists each of the states and provides a description.
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TABLE 10.1 HSRP STATES

State Description

Initial The state at the start. The initial state indicates that HSRP does not run.
This state is entered following a configuration change or when an interface
first comes up.

Learn The router is neither in the active or standby state, nor does it have
enough information to attempt to claim the active or standby role.

Listen The router knows the virtual IP address, but the router is neither the
active router nor the standby router. It listens for Hello messages from
those routers.

Speak The router sends periodic Hello messages and actively participates in the
election of the active or standby router. A router cannot enter speak state
unless the router has the virtual IP address.

Standby The router is a candidate to become the next active router and sends
periodic Hello messages. With the exclusion of transient conditions,
there is, at most, one router in the group in standby state.

Active The router currently forwards packets that are sent to the group virtual
MAC address. The router sends periodic hello messages. With the exclu-
sion of transient conditions, there must be, at the most, one router in the
active state in the group.

When a router is in one of these states, it performs the actions required for that state.
Not all HSRP routers in the group will transition through all states. For example, if there
were three routers in the HSRP group, the router that is not the standby or active router
will remain in the listen state.

All routers begin in the initial state. This is the starting state and indicates that HSRP
is not running. This state is entered following a configuration change, such as when
HSRP is disabled on an interface, or when an HSRP-enabled interface is first brought up,
and when the no shutdown command is issued. The purpose of the listen state is to deter-
mine if active or standby routers have been elected for the group. In the speak state, the
routers actively participate in the election of the active router, standby router, or both.
Each router uses the three HSRP timers. The timers monitor the intervals between Hello
messages. When a timer, expires, the router transitions to a new HSRP state.

HSRP Group Communication and Configuration

Now, I want to go through the configuration steps for an HSRP group. I go through each
step in the process as the routers communicate and transition through the states until an
active and standby router is elected and running.
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@ Real World Scenario

Ensuring Communications with the Dallas HQ

Since communications between the various internal departments, field offices, and the
Dallas headquarters are vital, many of the switch blocks for the FutureTech network
use two distribution layer routers (or multilayer switches in many cases). Access layer
devices, then, are where hosts and traffic would be located and coming from.

FutureTech uses routers as the distribution layer devices and switches as the access layer
devices. You will see later exactly why they did this, but for now, it is because they have mul-
tiple subnets or VLANs behind the routers in the switch block. Figure 10.3 shows the con-
nections between the accounting offices in the Dallas headquarters and the New York office.

FIGURE 10.3 HSRP Router Setup
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Let’s take a look at how the New York setup would be configured and the states through
which the routers will transition as each router’s role in the group is determined.

The first step in the configuration process is to start the HSRP process. At the minimum,
you have to configure each of the routers to tell it the group number and the virtual IP address
for the group. If you don’t assign the group number in the command, the default group num-
ber, zero (0), will be assigned. The command for this configuration is standby group number
ip ip address.



346 Chapter 10 = Redundancy Protocols

So, configure each of the routers using the standby command and an IP address. The
command line entry would look like this.

NYRtrl(config-if)#standby 10 1ip 10.0.0.10

Next, the routers transition through the HSRP states. Here’s what happens during
each one.

Each router starts out in the disabled state and moves into the init state. Once the router
enters the init state, you know that the router is now enabled for HSRP. You can see these
state changes if you turn on debug standby before you enable HSRP on the interface.

The following debug output is from NYRtrl upon enabling HSRP on only the NYRtr1
router. The first line shows the time stamp added by the debug; I removed the time stamp
from the rest of the debug output lines so that the output would fit on the page and be easier
to read in this book. When you try this on your test network, you will see a time stamp on
each line.

*Sep 28 21:22:51.890: HSRP: Fa0/0 API 10.0.0.10 1is not an HSRP address
*HSRP: Fa0/0 Grp 10 Disabled -> Init

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Disabled -> Init
*HSRP: Fa0/0 Interface up

*HSRP: Fa0/0 Starting minimum interface delay (1 secs)

*HSRP: Fa0/0 Interface min delay expired

*HSRP: Fa0/0 Grp 10 Init: a/HSRP enabled

*HSRP: Fa0/0 Grp 10 Init -> Listen

Consider that debug code output. You can see that the HSRP process was initially dis-
abled, then the HSRP state moved from disabled to init to enabled as the interface was placed
into the HSRP process. During that process, the interface was brought up and enabled; this
is really telling you that the interface was enabled in the redundancy process. At this point,
NYRtrl is just listening on the network for any other routers sending HSRP Hellos. NYRtrl
hasn’t sent anything yet. Take a look at what happens next. (Once again, I’'ve removed the
time stamps to make the code easier to read.)

*HSRP: Fa0/0 Redirect adv out, Passive, active 0 passive 1

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Init -> Backup
*HSRP: Fa0/0 Grp 10 Listen: c/Active timer expired (unknown)

*HSRP: Fa0/0 Grp 10 Listen -> Speak

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Backup -> Speak
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.1 Speak pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.1 Speak pri 100 vIP 10.0.0.10

Notice that the router moved from the listen state into the speak state. In the speak,
state NYRtrl sends out Hello messages announcing the information it knows and how it
is configured to any other HSRP routers. You can see the Hello message that was sent by
NYRtrl in Figure 10.4.
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FIGURE 10.4 NYRtr1 Sending a Speak Hello
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So, what did that Hello message tell the rest of the network? Table 10. 2 lists and describes
each piece of information that a Hello message contains, working from the left, where you see
the asterisk, to the right where you’ll find the virtual IP address for the group.

TABLE 10.2 HSRP Hello Message Elements

Item

Description

*Time stamp

HSRP tag
Interface ID
Group number
Hello tag

Direction tag

Real IP address

Date and time information for each step in the process is generally dis-
played here. It has been removed in the illustration for ease of reading.

This indicates that the Hello is an HSRP message.

The Interface ID indicates that the interface that is enabled for HSRP.
Sends the HSRP group number that is configured on the interface.
This tag tells other devices that this is a Hello message.

This tag tells other device the message direction.

Out indicates that the message is being sent out from the interface
identified in the Interface ID.

In indicates that message was received by the sending device.

This is the IP address that is configured on the physical interface of the
sending router.



348 Chapter 10 = Redundancy Protocols

TABLE 10.2 HSRP Hello Message Elements (continued)

Item

Description

Message type

Priority

Virtual IP address

The message type tag identifies the message type and the state of the
sending router. Message types include:

Active
Listen
Preempt
Speak
Standby

The priority field is made up of two parts.
The pri part indicates that this is the priority field.

The 100 is the priority value that was set on the router; the default value
is 100 and you can configure it from 1 to 255. The higher the value the
better. The priority value is the first value used to decide which router
will be the active router and the standby router. If the priority value ends
in a tie, then the real IP address of the router breaks the tie.

This is the virtual IP address for the HSRP group.

? The elements included in Hello messages have changed over time. If you
OTE work with older routers, you might see Hello messages that include the

helTotime and holdtime parameter values, or other elements that are not

currently included.

Once the HSRP Hello message has been sent, the router begins the process of determining
its role in the group. Take a look at the next debug output code.

*HSRP: Fa0/0 Grp 10 Speak: d/Standby timer expired (unknown)

*HSRP: Fa0/0 Grp 10 Standby router is Tlocal

*HSRP: Fa0/0 Grp 10 Speak -> Standby

*HSRP-5-STATECHANGE: FastEthernet0/0 Grp 10 state Speak -> Standby
*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Speak -> Standby
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.1 Standby pri 100 vIP 10.0.0.10

After the standby timer expires, you see the router transition from speak to standby
state. This tells other routers that NYRtr1 has not heard from and doesn’t see any other
routers that are better suited to become the standby router. NYRtr1 takes on the role of
standby router. Now you can see in Figure 10.5 the standby Hello message sent by NYRtr1.
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FIGURE 10.5 NYRtr1 Sending a Standby Hello
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After taking on the standby role, the router begins looking to elect an active router. Take
a look at the next debug output code.

*HSRP: Fa0/0 Grp 10 Standby: c/Active timer expired (unknown)
*HSRP: Fa0/0 Grp 10 Active router is Tocal

Now the active timer has expired and the router has not heard another router that is better
suited to be elected the active router; the router transitions from standby to active.

*HSRP: Fa0/0 Grp 10 Standby router 1is unknown, was Tlocal

*HSRP: Fa0/0 Grp 10 Standby -> Active

*HSRP-5-STATECHANGE: FastEthernet0/0 Grp 10 state Standby -> Active
*HSRP: Fa0/0 Redirect adv out, Active, active 1 passive 0

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Standby -> Active
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.1 Active pri 100 vIP 10.0.0.10

You can see the steps in transitioning to the active state, and finally the last line of the
output is the first Hello sent announcing itself as the active router. You can see the first
active Hello message in Figure 10.6.

Now I want to show you the interaction of both routers when you enable HSRP on
NYRtr2. Use the standby command on NYRtr2’s interface to enable the process, add it
to the HSRP group, and assign an IP address.

NYRtr2(config-if)#standby 10 1ip 10.0.0.10
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FIGURE 10.6 NYRtr1 Sending an Active Hello
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Now you are again going to see the debug output from the debug standby command.
This time I show the output from NYRtr2’s console. You can see that I left the time stamp in
the first line of code again; this way you can see what it looks like. For all of the other lines
in the output, I removed the time stamp so it will be easier to concentrate on the code itself.

*Sep 29 21:46:58.714: HSRP: Fa0/0 Grp 10 Disabled -> Init

*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:

Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Disabled -> Init
Fa0/0 Interface up

Fa0/0 Starting minimum interface delay (1 secs)

Fa0/0 Interface min delay expired

Fa0/0 Grp 10 Init: a/HSRP enabled

Fa0/0 Grp 10 Init -> Listen

From that last output, you can see that the HSRP process was enabled and moved from
the disabled state into the init state. After the process is enabled, then the interface is recog-
nized by the HSRP process as up and ready for use. NYRtr2 is now enabled in the redun-
dancy process. At this point, NYRtr2 is just listening on the network for other routers that
are sending HSRP Hellos; nothing has sent out by NYRtr2 yet. Take a look at what hap-

pens next.

*HSRP: Fa0/0 Redirect adv out, Passive, active 0 passive 1

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Init -> Backup
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Active router is 10.0.0.1
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Notice that before any of the HSRP timers expire, R2 receives a Hello message from
NYRtrl. The message includes the information that NYRtrl is the active router, and pro-
vides NYRtr1’s ID and IP address along with the virtual IP address is recognized as the
same one that NYRtr2 was configured with. Having received the active router’s Hello,
NYRtr2 turns its attention to determining the existence of a standby router. Take a look
at what happens next.

*HSRP: Fa0/0 Redirect adv out, Passive, active 0 passive 1

*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Listen: d/Standby timer expired (unknown)

*HSRP: Fa0/0 Grp 10 Listen -> Speak

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Backup -> Speak

Once the standby timer expires, and no standby router has been identified, the router
moves from the listen state into the speak state. Notice, too, that NYRtr2 continued to
receive Hello messages from NYRtr1 confirming that NYRtr1, the active router, is com-
municating. In the speak state, NYRtr2 sends out Hello messages announcing to any other
HSRP routers the information it knows and how it is configured. You can see the Hello
messages that are being sent out by NYR¢tr2 in Figure 10.7.

FIGURE 10.7 NYRtr2 Sending a Speak Hello
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*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Speak pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Active pri 100 vIP 10.0.0.10
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*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Speak pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Speak pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Speak pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Speak: d/Standby timer expired (unknown)

*HSRP: Fa0/0 Grp 10 Standby router 1is Tocal

*HSRP: Fa0/0 Grp 10 Speak -> Standby

*HSRP-5-STATECHANGE: FastEthernet0/0 Grp 10 state Speak -> Standby
*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Speak -> Standby

You can see in this section of code that NYRtr1 continues to send out active Hellos and
NYRtr2 sends out speak Hellos. After the expiration of the standby timer, NYRtr2, seeing
no other routers better suited to becoming the standby router, transitions to the standby
state. You can see these Hellos in Figure 10.8.

FIGURE 10.8 Hello Interaction
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*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Standby pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Active pri 100 vIP 10.0.0.10

You can see with the continued Hello messages that NYRtr2 stays in the standby state
and NYRtr1 stays in the active state. Is this how it should be?

Take a look at the priority of both routers. Both of routers were configured with the
default (100) priority value. So, what’s considered next, when all the routers carry the same
priority configuration? Yes, the physical IP address is the tiebreaker. So, based on the IP
addresses, which router should be the active router? If you said that NYRtr2 should be the
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active router because it has a higher IP address, you would normally be right. However,
you will see in the next section that until you add an additional configuration that won’t
happen. Why? Because NYRtrl was online first and elected itself as the active router before
NYRtr2 was brought online.

Improving HSRP Operations

A few configuration changes can be made to HSRP so that it operation becomes much more
efficient. You can add configurations for:

= Standby priority
=  Preempt

= Timer values

= Interface tracking

I go through each of these and show you how it can improve your setup.

Standby Priority

Each standby group has its own active and standby routers. Network administrators can
assign a priority value to each router in a standby group, allowing the administrator to con-
trol the order in which active routers for that group are selected.

To set the priority value of a router, enter this command in interface configuration mode:
standby group-number priority priority-value. The default value for each router is 100.
You can configure an interface with a value that ranges from 1 to 2585, the higher the prior-
ity value the better. During the election process, the router with the highest priority in an
HSRP group becomes the active router. In the case of a tie, the router with the highest IP
address becomes the active router. To reinstate the default standby priority value, enter the
no standby priority command.

Now, continuing on with the example from the previous section. I left off telling you the
even though N'YRtrl has a lower IP address than NYRtr2 does; it is still the active router.
That is because when NYRtrl1 first came up and HSRP was enabled, there was no other
router on the network, so it elected itself the active router.

Now, knowing that you can manually modify the priority on one of the routers, you ask,
“Can’t you basically set which router you want to be the active one by altering the prior-
ity?” Try the command standby 10 priority 120 on NYRtr2. This should make NYRtr2
become the Active router, right? But, did it become active router? No? Why not?

Well, for the same reason it didn’t become the active router when it came up on the net-
work with a higher IP address. The addition of a router with a higher the IP address or a
higher priority will not force an election. An active router, once elected, remains the forward-
ing router until it fails, is removed from service, or an election is forced. You will see in the
next section how to force an election so that a router with a better priority or IP address can
be elected as the active router.
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Standby Preempt

The standby router automatically assumes the active router role whenever the active router

fails or is removed from service. This new active router remains the forwarding router until
it fails, is removed from service, or an election is forced—even when a former active router

regains service in the network. Standby preempt is the mechanism by which an election can
be forced.

The former active router can be configured to resume the forwarding router role by
preempting a router with a lower priority. To enable a router to resume the forwarding
router role, enter this command in interface configuration mode standby [group-number]
preempt [[delay]l [minimum delay]l [sync delayl. You are essentially forcing the HSRP
group to go through another election; this in both cases will let the other router take over
as the active router.

When the standby preempt command is issued, the interface changes to the appropri-
ate state. To remove the interface from preemptive status, enter the no standby group
preempt command.

Now, place the standby preempt command on the NYRtr2 interface and see what happens.
Did NYRtr2 become the active router?

Once the preempt command is configured, then any change in status for the group
becomes a catalyst that will force the state to change. For you to see what I mean, I did just
that. I waited to change the priority until after I configured the preempt command. This way
you can see the messages in the debug output that forced the change.

Here is what that looks like. Just as before, I removed the time stamp from the beginning
of the lines of code. Look at Figure 10.9; it shows the priorities on the two routers and the
resultant Hello messages.

FIGURE 10.9 Router Priorities
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R2(config-if)#standby 10 preempt
R2(config-if)#standby 10 priority 120

*HSRP: Fa0/0 Redirect adv out, Passive, active 0 passive 1
*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Priority 100 -> 120

At this point, you can see that the priority change has taken effect. NYRtr1 is still the

active router. But watch what happens next.

*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Standby pri 120 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Active pri 100 vIP 10.0.0.10

*HSRP: Fa0/0 Grp 10 Standby: h/Hello rcvd from lower pri Active router
(100/10.0.0.1)

355

Now NYRtr3 has received a Hello from a router (NYRtrl) and detects that the current

active router has a lower priority. Being configured with the preempt command, NYRtr2

knows that it must take over the active role.

*HSRP: Fa0/0 Grp 10 Active router is Tocal, was 10.0.0.1

*HSRP: Fa0/0 Grp 10 Standby router 1is unknown, was local

*HSRP: Fa0/0 Redirect adv out, Active, active 1 passive 2

*HSRP: Fa0/0 Grp 10 Coup  out 10.0.0.2 Standby pri 120 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Standby -> Active

*HSRP-5-STATECHANGE: FastEthernet0/0 Grp 10 state Standby -> Active
*HSRP: Fa0/0 Redirect adv out, Active, active 1 passive 1

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Standby -> Active
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Active pri 120 vIP 10.0.0.10
*HSRP: Fa0/0 REDIRECT adv in, Passive, active 0, passive 1, from 10.0.0.1

Through this section of code lines you can see the states change for the NYRtr2 and it

takes over as the active router for the HSRP group 10.

*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Speak pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Active pri 120 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Speak pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Redundancy group hsrp-Fa0/0-10 state Active -> Active

Finally, the hellos from each of the two routers reflect that NYRtr2 is the active router

and NYRtr1 is the standby router. If you wanted NYRtrl to be the active router for this

group, you could reverse the priority values between the routers.

Remember, this function was implemented so that when the active router fails and the

standby router takes over, the original router can take back over when it recovers. So, in this
case, once NYRtr2 becomes the active router, it becomes the forwarding router. If NYR¢tr2
were to fail and NYRtrl took over, what would happen when N'YRtr2 comes back online

now that preempt is in place? NYRtr2 would take back over when it comes back. Perfect!
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Timer Modification

An HSRP-enabled router sends Hello messages to indicate that the router is running and
is capable of becoming either the active or the standby router. The helTotime parameter
value specifies the interval between the Hello messages that a router sends. The holdtime
parameter value indicates the amount of time that the current hello message is considered
valid. The standby timer includes an msec parameter to allow for subsecond failovers. The
hellotime, holdtime, and msec parameters are all configurable.

Lowering the hello timer results in increased traffic for hello messages and
P should be used cautiously.

If an active router sends a hello message, receiving routers consider that
hello message to be valid for one holdtime. The holdtime value should be
at least three times the value of the hellotime. The holdtime value must
be greater than the value of the hellotime.

By default, HSRP hellotime is 3 seconds and holdtime is 10 seconds, which means
that failover time could be as much as 10 seconds for clients to start communicating with
the new default gateway. In some cases, this interval may be excessive for application sup-
port. To configure the time between hello messages and the time before other group routers
declare the active or standby router to be nonfunctioning, enter this command in interface
configuration mode standby group-number timers [msec] hellotime holdtime.

Interface Tracking

In some situations, the status of an interface directly affects which router needs to become the
active router. This is particularly true because each of the routers in an HSRP group has a dif-
ferent path to resources within the campus network. Interface tracking enables the priority of
a standby group router to be automatically adjusted, based on availability of the interfaces

of that router. When a tracked interface becomes unavailable, the HSRP priority of the router
is decreased. When properly configured, the HSRP tracking feature ensures that a router with
an unavailable key interface will relinquish the active router role.

@ Real World Scenario

Keep Those Paychecks Coming!

Just as | described for you earlier it is vitally important that the connection from the New
York office to the Dallas office be up and available. To ensure that a failure of the WAN
link does not bring down the connection, you will explore the configuration for tracking
the WAN interfaces on the HSRP routers.
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Routers NYRtr1 and NYRtr2 reside on the edge of the MPLS lines that connect New York
back to the central accounting offices in the FutureTech Dallas headquarters. Each of these
routers supports a Fast Ethernet link to the distribution devices in Dallas on the routers Fa0/1
interfaces. NYRtr2 has the higher priority and is the active forwarding router for standby
group 10. NYRtr1 is the standby router for that group. NYRtr1 and NYRtr2 exchange hello
messages through their Fa0/0 interfaces. Figure 10.10 shows the setup.

Let’s look at what happens when the Fast Ethernet link between the active router (NYRtr2)
in the standby group and the other building experiences a failure (the Fa0/1 line going to
the Dallas distribution block). Before HSRP was enabled, NYRtr2 would have detected the
failed link and sent an Internet Control Message Protocol (ICMP) redirect to NYRtr1. How-
ever, when HSRP was enabled, ICMP redirects were disabled. Therefore, neither NYRtr2
nor the virtual router sends an ICMP redirect.

To compound the problem, even though the Fa0/1 interface on NYRtr2 is no longer func-
tional, NYRtr2 still sends Hello messages out interface Fa0/0, indicating that NYRtr2 is still
the active router. Packets sent to the virtual router for forwarding to the distribution cannot be
routed; they are simply dropped. You have been asked to implement interface tracking on the
Fa0/0 interface on NYRtr2, track the Fa0/1 interface, and keep communications flowing. You
use the command NYRtr2(config-if)#standby 10 track fa 0/1 25.

FIGURE 10.10 Interface Tracking Setup
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In this example, the Fa0/0 interface on NYRtr2 tracks the Fa0/1 interface. If the link
between the Fa0/1 interface and the Dallas headquarters were to fail, the router automati-
cally decrements the priority on that interface the transmitted Hello messages out interface
Fa0/0 will then have a lower priority. NYRtrl then assumes the active router role when
Hello messages are detected with a lower priority.

To disable interface tracking, enter the no standby group track command.

The command to configure HSRP tracking on a multilayer switch is the same as
on the external router, except that the interface type can be identified as a switch
virtual interface (vl1an followed by the vian number assigned to that interface) or by a
physical interface.

Multiple tracking statements may be applied to an interface. For example, this may be
useful if the currently active HSRP interface will relinquish its status only on the failure of
two (or more) tracked interfaces.

Let’s enable tracking on your test network and look at what happens when an interface is
being tracked and it goes down. Again, I'm using the debug command and have removed most
of the time stamps from the commands. In the interest of brevity, I also have removed some of
the extra hello messages that pass between the devices. To see the interfaces I am talking
about, look at Figure 10.10.

NYRTR2(config-if)#standby 10 track fa 0/1 25

*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Active pri 120 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Standby pri 100 vIP 10.0.0.1025
*HSRP: Fa0/0 Grp 10 Track "FastEthernet0/1" create interface object
*Sep 13 13:59:34.698: HSRP: Fa0/0 Grp 10 Track 1 add, decrement 25

*Sep 13 13:59:34.698: HSRP: Fa0/0 Grp 10 Track 1 Start tracking

*Sep 13 13:59:34.698: HSRP: Fa0/0 Grp 10 Track 1 1ink id 1

*HSRP: Fa0/0 Grp 10 Hello in 10.0.0.1 Standby pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Active pri 120 vIP 10.0.0.10

You can see that after I place the tracking command on the interface that it was included
in the HSRP process. Notice NYRtr2 is still the active router with a priority of 120. Now,
shut down the Fa0/1 interface that is being tracked on the test network. Use the commands:

NYRTR2(config-if)#int fal/1
NYRTR2(config-if)#shut

Look at Figure 10.11; you can see what the network will look like with the interface
having failed (in this case just shutdown).
Now, take a look at the debug output code to see what happened.

*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Active pri 120 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Standby pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Track 1 object changed, state Up -> Down
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*HSRP: Fa0/0 Grp 10 Priority 120 -> 95
*HSRP: Fa0/0 Grp 10 Hello

*HSRP: Fa0/0 Grp 10 Hello

*0ct 13 13:59:53.130: %LINEPROTO-5-UPDOWN: Line protocol on Interface
FastEthernet0/1, changed state to down

*HSRP: Fa0/0 Grp 10 Hello
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Active

FIGURE 10.11
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You can see at this point that the interface has gone down, and the priority for NYRtr2
has been decremented to 95 with the loss. The Hellos continue to be transmitted and no

change in state has occurred.
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*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Standby pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Ignoring Coup (100/10.0.0.1 < 120/10.0.0.2)

At this point still nothing has occurred. There has been no state change and NYRtr1 has
not taken over. Why is that?

If you said, “Because N'YRtr1 is not configured to take over and needs to have the preempt
command configured on it,” then you are correct! Use the following commands to enable pre-
empt on NYRtrl and watch the debug output to see what happens now.

NYRTR1(config)#int fa0/0
NYRTR1(config-if)#standby 10 preempt

*HSRP: Fa0/0 API arp proto filter, 0000.0c07.ac0a is active vMAC for grp 10 -
filter

*HSRP: Fa0/0 REDIRECT adv in, Active, active 1, passive 1, from 10.0.0.1
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Active router is 10.0.0.1, was Tlocal

*HSRP: Fa0/0 Grp 10 Standby router 1is unknown, was 10.0.0.1

*HSRP: Fa0/0 Grp 10 Active: g/Hello rcvd from higher pri Active router
(100/10.0.0.1)

*HSRP: Fa0/0 Grp 10 Active -> Speak
*HSRP-5-STATECHANGE: FastEthernet0/0 Grp 10 state Active -> Speak

Now you can see that the MAC address has been added to the ARP cache and there
has been a preempt message. NYRtr1 has sent a preempt Hello with a higher priority than
that of NYRtr2 and forced an election. NYRtr2 has changed states from active to speak.
NYRtr2 must go through the election and make sure that there isn’t another router that is
better suited for the standby role.

*HSRP: Fa0/0 Redirect adv out, Passive, active 0 passive 1

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Active -> Speak
*HSRP: Fa0/0 Grp 10 Resign out 10.0.0.2 Speak pri 95 vIP 10.0.0.10
*HSRP: Fa0/0 API MAC address update

*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Speak pri 95 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Coup in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Speak pri 95 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Speak: d/Standby timer expired (unknown)

*HSRP: Fa0/0 Grp 10 Standby router 1is Tlocal

*HSRP: Fa0/0 Grp 10 Speak -> Standby

*HSRP-5-STATECHANGE: FastEthernet0/0 Grp 10 state Speak -> Standby
*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Speak -> Standby
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Now NYRtr2 has gone through the election process and is in standby state again;
because there were no other routers to take that spot. Notice there are still Hellos being
sent that indicate the new priority values.

*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:

Fa0/0 Grp 10 Hello out 10.0.0.2 Standby
Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active
Fa0/0 Grp 10 Hello out 10.0.0.2 Standby
Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active
Fa0/0 Grp 10 Hello out 10.0.0.2 Standby

pri
pri
pri
pri
pri

95 vIP 10.0.0.10
100 vIP 10.0.0.10
95 vIP 10.0.0.10
100 vIP 10.0.0.10
95 vIP 10.0.0.10

If I go back and reenable the interface on NYRtr2, what do you think will happen? Take
a look and let’s see.

NYRTR2(config-if)# int fa 0/1
NYRTR2(config-if)#no shut

*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:

Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active

pri

100 vIP 10.0.0.10

Fa0/0 Grp 10 Hello out 10.0.0.2 Standby pri 95 vIP 10.0.0.10

Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active

pri

100 vIP 10.0.0.10

Fa0/0 Redirect adv out, Passive, active 0 passive 1

Fa0/0 Grp 10 Hello out 10.0.0.2 Standby
Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active
Fa0/0 Grp 10 Hello out 10.0.0.2 Standby
Fa0/0 Grp 10 Hello in 10.0.0.1 Active
Fa0/0 Grp 10 Hello out 10.0.0.2 Standby

*Sep 13 14:01:04.546: %LINK-3-UPDOWN: Interface

to up

*HSRP:
*Sep 13 14:01:04.

pri
pri
pri
pri
pri

95 vIP 10.0.0.10
100 vIP 10.0.0.10
95 vIP 10.0.0.10
100 vIP 10.0.0.10
95 vIP 10.0.0.10

FastEthernet0/1, changed state

Fa0/0 Grp 10 Track 1 object changed, state Down -> Up

546: HSRP: Fa0/0 Grp 10 Priority 95 -> 120

You can see the interface came back up and the priority for NYRtr2 has been set back to
its normal 120.

*HSRP:
*HSRP:

*HSRP:
*HSRP:
*HSRP:
*HSRP:
*HSRP:

Fa0/0 Grp 10 Hello 1in 10.0.0.1 Active

pri

100 vIP 10.0.0.10

Fa0/0 Grp 10 Standby: h/Hello rcvd from Tower pri Active router
(100/10.0.0.1)

Fa0/0 Grp 10 Active router is local, was 10.0.0.1
Fa0/0 Grp 10 Standby router is unknown, was local

Fa0/0 Redirect adv out, Active, active 1 passive 2
Fa0/0 Grp 10 Coup out 10.0.0.2 Standby pri 120 vIP 10.0.0.10

Fa0/0 Grp 10 Standby -> Active

*HSRP-5-STATECHANGE: FastEthernet0/0 Grp 10 state Standby -> Active
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Now that the priority for NYRtr2 has been returned to its configured value of 120, it
has taken back over the active role in the group. Notice right now the standby router is
unknown.

*HSRP: Fa0/0 Redirect adv out, Active, active 1 passive 1

*HSRP: Fa0/0 Grp 10 Redundancy "hsrp-Fa0/0-10" state Standby -> Active
*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Active pri 120 vIP 10.0.0.10
*HSRP: Fa0/0 REDIRECT adv in, Passive, active 0, passive 1, from 10.0.0.1
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Speak pri 100 vIP 10.0.0.10

*Sep 13 14:01:05.546: %LINEPROTO-5-UPDOWN: Line protocol on Interface
FastEthernet0/1, changed state to up

*HSRP: Fa0/0 Grp 10 Hello out 10.0.0.2 Active pri 120 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Hello 1in 10.0.0.1 Speak pri 100 vIP 10.0.0.10
*HSRP: Fa0/0 Grp 10 Redundancy group hsrp-Fa0/0-10 state Active -> Active

Finally, NYRtr2 is back to being the active router. You can see that NYRtr1 is in the speak
state making sure that it isn’t being beat by another router. NYRtr1 will be again elected as the
standby router, and everything will stay that way until there is another failure.

Virtual Router Redundancy Protocol

Like HSRP, virtual router redundancy protocol (VRRP) allows a group of routers to form a
single virtual router. In an HSRP or VRRP group, one router is elected to handle all requests
sent to the virtual IP address. With HSRP, this is the active router. An HSRP group has

one active router, at least one standby router, and perhaps many listening routers. A VRRP
group has one master router and one or more backup routers. It is the open standard imple-
mentation of HSRP.

VRRP and HSRP Comparison

The LAN workstations are then configured with the address of the virtual router as their
default gateway. VRRP differs from HSRP in these ways:

=  VRRP is an IEEE standard (RFC 2338) for router redundancy; HSRP is a Cisco-
proprietary protocol.

= The virtual router, representing a group of routers, is known as a VRRP group.

= The active router is referred to as the master virtual router.

= The master virtual router may have the same IP address as the virtual router group.
= Multiple routers can function as backup routers.

= VRRP is supported on Ethernet, Fast Ethernet, and Gigabit Ethernet interfaces, as
well as on Multi-protocol Label Switching (MPLS) virtual private networks (VPNs)
and VLAN:E.
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@ Real World Scenario

Keeping Traffic Flowing

The oldest of the remote offices, the Portland office has a mixed bag of vendors for its
network hardware, so HSRP cannot be used to keep traffic flowing. Thank goodness,
VRRP is available to keep communications open between the accounting offices in the
Portland offices and those in the Dallas headquarters. Just as important as the New York
office, which sends the paychecks, Portland has an accounting office. The Portland office
is responsible for bringing the money in from distributors and clients of the company. |
am sure that you can guess, FutureTech wants the money to come in faster than it wants
it to go out. So, the connections here are just as important.

The Portland office has three routers, PortRtr1, PortRtr2 and PortRtr3, which are mem-
bers of the VRRP group that keeps traffic (and money) flowing. The IP address of the
virtual router is the same as that of the LAN interface of PortRtr1 (10.0.0.1). PortRtr1 is
responsible for forwarding packets sent to this IP address. Figure 10.12 shows the setup.

FIGURE 10.12 VRRP Group Setup

Dallas Headquarters Clients

Fa0/1 Fa0/1 Fa0/1
¢ P(;Ar;Rl‘ t P(;/I;Rl‘ k P;Rl‘
Fa0/0 Fa0/0 Fa0/0
10.0.0.1 10.0.0.2 10.0.0.3

Priority =255  \ Priority =200 priqrity — 100

Portland Headquarters Clients

The clients are given a gateway address of 10.0.0.1. PortRrt2 and R3 are backup routers.
If the master router fails, the backup router with the highest priority becomes the master
router. When PortRtrirecovers, it resumes the role of master router automatically; there
is no need for additional preempt configuration.
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VRRP Redundancy Characteristics

VRRP has some unique characteristics.

= VRRP provides redundancy for the real IP address of a router or for a virtual
IP address shared among the VRRP group members.

= Ifareal IP address is used, the router with that address becomes the master.

= If a virtual IP address is used, the master is the router with the highest priority.

= A VRRP group has one master router and one or more backup routers.

= The master router uses VRRP messages to inform group members that it is the master.

= VRRP allows load sharing across more than one virtual router.

@ Real World Scenario

Facilitating Faster Data Transfer

The marketing collateral files are prepared in the Portland office; print contracts and file
transfers to individual print houses are let from the Dallas purchasing office. The files are
huge; the traffic is heavy, particularly during quarterly campaign releases. Using VRRP,
file transfer is reliable, but to facilitate faster transfers, you have been asked to set up
dual virtual routers in a load-balancing VRRP solution. Figure 10.13 shows you the LAN
topology specified by the network administrator. VRRP is configured so that PortRtr1 and
PortRtr2 share the load of being the default gateway for the Portland clients. PortRtr1
and PortRtr2 act as backup virtual routers to one another should either one fail.

FIGURE 10.13 VRRP Load-Balancing Setup

Dallas Headquarters Clients

Fa0/ Fa0/

<, Virtual <=y, Virtual
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10.0.0.1 10.0.0.2

Portland Headquarters Clients
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To accommodate the traffic, two virtual router groups are configured. For virtual router 1,
PortRtr1 is the owner of IP address 10.0.0.1 and is therefore the master virtual router for
clients configured with that default gateway address. PortRtr2 is the backup virtual router
to PortRtr1.

For virtual router 2, PortRtr2 is the owner of IP address 10.0.0.2 and is the master virtual
router for clients configured with the default gateway IP address 10.0.0.2. PortRtr1 is the
backup virtual router to PortRtr2.

Given that the IP address of the VRRP group is that of a physical interface on one of the
group members, the router owning that address will be the master in the group. Its priority
is set to 255. Backup router priority values can range from 1 to 254; the default value is 100.
The priority value zero has special meaning, indicating that the current master has stopped
participating in VRRP. This setting is used to trigger backup routers to quickly transition to
the master without having to wait for the current master to time out.

With VRRP, only the master sends advertisements. (Basically, the advertisements per-
form a function similar to an HSRP Hello.) The master sends the advertisement on multicast
224.0.0.18 protocol number 112 at a default interval of 1 second.

VRRP Timers

The dynamic failover, when the active (master) becomes unavailable, uses three timers
within VRRP:

= Advertisement interval

= Master down interval

= Skew time

Advertisement Interval The advertisement interval is the time interval between advertise-
ments (in seconds). The default interval is 1 second.

Master Down Interval The master down interval is the time interval for backup to declare
the master down (in seconds). The default equals:

3 x advertisement interval + skew time
Skew time The skew time is measured in milliseconds. It is used to ensure that the backup

router with the highest priority becomes the new master. Skew time is calculated using the
following equation.

256 — priority / 256
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VRRP Transition

I want to describe specifically the steps involved in transferring the master role to another
VRRP router during a failover from the master router. Figure 10.12 shows the setup.

1. PortRtrl, currently the master, sends advertisements by default every 1 second. PortRtrl
is the only device sending advertisements.

PortRtrl fails. Advertisements stop.

PortRtr2 and R3 stop receiving advertisements and wait for their respective master
down interval to expire before transitioning to the master state. By default, the mas-
ter down interval is 3 seconds plus the skew time.

4. Because the skew time is inversely proportional to priority, the master down interval of
PortRtr2 is less than that of R3.

The skew time for PortRtr2 equals (256 — 200) / 256, which is approximately equal to
0.2 seconds, so PortRtr2 has a master down interval of approximately 3.2 seconds.

The skew time for R3 equals (256 — 100) / 256, which is approximately equal to 0.6
seconds, so R3 has a master down interval of approximately 3.6 seconds.

5. PortRtr2 transitions to the master state after 3.2 seconds and starts sending
advertisements.

6. R3 receives the advertisement from the new master, so it resets its master down interval
and remains in the backup state.

> 4 When a VRRP master is shut down properly, it sends an advertisement
A&’TE with a priority of 0. This priority setting then triggers the backup router
to take over more quickly by waiting only the skew time instead of the full
master down interval. Therefore, in the previous example, Router PortRtr2
would have waited only 0.2 seconds to transition to the master state.

Configuring VRRP

Table 10.3 lists the VRRP commands most often used when configuring VRRP and pro-
vides a description of each.

TABLE 10.3 VRRP Commands

Command Description

vrrp group-number ip Adds the interface as a member of the virtual group identified
virtual-gateway-addr  with the IP virtual address.
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TABLE 10.3 VRRP Commands (continued)

Command Description

vrrp group-number Sets the priority of this router. Highest value will win election as
priority priority_ active router. Default is 100. If routers have the same VRRP priority,
value the gateway with the highest real IP address is elected to the mas-

ter virtual router role.

vrrp group-number Master router configures this parameter to advertise value to the
timers advertise other group members. Others configure timers learned to accept.
timer-value

vrrp group-number Configures nonmaster members to learn timer values from master.
timers learn

Gateway Load Balancing Protocol

Although HSRP and VRRP provide gateway resiliency, the upstream bandwidth of the
standby members of the redundancy group is not used while the devices are in standby
mode. Only the active routers in HSRP and VRRP groups forward traffic for the virtual
MAC. Resources associated with the standby router are not fully utilized. Some load bal-
ancing can be accomplished with these protocols through the creation of multiple groups
and through the assignment of multiple default gateways, but these configurations create an
administrative burden.

Cisco designed a proprietary load-balancing protocol, Gateway Load Balancing Protocol
(GLBP), to allow automatic selection and simultaneous use of multiple available gateways
in addition to automatic failover between those gateways. Multiple routers share the load
of frames that, from a client perspective, are sent to a single default gateway address. With
GLBP, resources can be fully utilized without the administrative burden of configuring
multiple groups and managing multiple default gateway configurations, as is required with
HSRP and VRRP.

GLBP Functions

GLBP essentially provides clients with:
= An active virtual gateway (AVG)
= An active virtual forwarder (AVF)

It also allows members of the group to communicate with each other through Hello mes-
sages sent every 3 seconds to the multicast address 224.0.0.102, User Datagram Protocol
(UDP) port 3222.
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GLBP AVG Members of a GLBP group elect one gateway to be the AVG for that group.
Other group members provide backup for the AVG in the event that the AVG becomes
unavailable. The AVG assigns a virtual MAC address to each member of the GLBP group.

GLBP AVF Each gateway assumes responsibility for forwarding packets that are sent to
the virtual MAC address assigned to that gateway by the AVG. These gateways are known
as AVFs for their virtual MAC address.

GLBP Features

GLBP provides upstream load sharing by utilizing the redundant uplinks simultaneously.
It uses link capacity efficiently, thus providing peak-load traffic coverage. By making use
of multiple available paths upstream from the routers or Layer 3 switches running GLBP,
output queues may also be reduced. GLBP supports:

= Load sharing

= Multiple virtual routers

=  Preemption

= Efficient resource utilization

Load Sharing You can configure GLBP in such a way that traffic from LAN clients
can be shared by multiple routers, thereby sharing the traffic load more equitably among
available routers.

Multiple Virtual Routers GLBP supports up to 1,024 virtual routers (GLBP groups) on
each physical interface of a router and up to four virtual forwarders per group.

Preemption The redundancy scheme of GLBP enables you to preempt an AVG with a
higher priority backup virtual gateway that has become available. Forwarder preemption
works in a similar way, except that forwarder preemption uses weighting instead of priority
and is enabled by default.

Efficient Resource Utilization GLBP makes it possible for any router in a group to serve
as a backup, which eliminates the need for a dedicated backup router because all available
routers can support network traffic.

You’ll remember that only a single path is used with HSRP or VRRP, while other
resources are idle, unless multiple groups and gateways are configured. That single path
may encounter higher output queue rates during peak times, which leads to lower per-
formance from higher jitter rates. The impact of jitter is lessened and over performance
is increased with GLBP because more upstream bandwidth is available and additional
upstream paths are used.

GLBP allows automatic selection and simultaneous use of all available gateways in the
group. The members of a GLBP group elect one gateway to be the AVG for that group.
Other members of the group provide backup for the AVG if it becomes unavailable. The
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AVG assigns a virtual MAC address to each member of the GLBP group. All routers
become AVFs for frames addressed to that virtual MAC address. As clients send address
resolution protocol (ARP) requests for the address of the default gateway, the AVG sends
these virtual MAC addresses in the ARP replies. A GLBP group can have up to four
group members.

GLBP supports several operational modes for load balancing traffic across multiple default
routers servicing the same default gateway IP address, including the following:

= Weighted load-balancing algorithm
= Host-dependent load-balancing algorithm

= Round-robin load-balancing algorithm

Weighted Load-Balancing Algorithm The amount of load directed to a router is depen-
dent upon the weighting value advertised by that router.

Host-Dependent Load-Balancing Algorithm A host is guaranteed to use the same vir-
tual MAC address as long as that virtual MAC address is participating in the
GLBP group.

Round-Robin Load-Balancing Algorithm As clients send ARP requests to resolve the MAC
address of the default gateway, the reply to each client contains the MAC address of the next
available router in round-robin fashion. All routers’ MAC addresses take turns being included
in address resolution replies for the default gateway IP address.

GLBP automatically manages the virtual MAC address assignment, determines
who handles the forwarding, and ensures that each station has a forwarding path in the
event of failures to gateways or tracked interfaces. If failures occur, the load-balancing
ratio is adjusted among the remaining AVFs so that resources are used in the most effi-
cient way.

GLBP Per-Host Traffic Balancing

The following steps describe how GLBP balances traffic using the round-robin
algorithm.

1. When a client sends an ARP message for the gateway IP address, the AVG returns the
virtual MAC address of one of the AVFs.

2. When a second client sends an ARP message, the AVG returns the next virtual MAC
address from the list.

Having each resolved a different MAC address for the default gateway, each client will
send their routed traffic to separate routers, although they both have the same default gateway
address configured. Each GLBP router is an AVF for the virtual MAC address to which it has
been assigned.
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@ Real World Scenario

Plan to Change Over the Portland Office

When last you updated the Portland office network, you created two VRRP groups so
that there could be some load balancing. Unfortunately, HSRP and VRRP don’t truly load
balance; you either have to send different subnets to different routers or break up the
hosts into different groups with different default gateways.

If you configure GLBP in the Portland office, you will get real load balancing done by the
routers in a single group and the hosts can all have the same default gateway. The only
catch is that all the routers running GLBP must be Cisco routers because it is proprietary.

FIGURE 10.14 GLBP Operation

MPLS WANs to Dallas

PortRtr1 PortRtr2
Active Virtual Gateway Active Virtual Forwarder
Virtual IP Address = 10.0.0.1 Virtual MAC = 0007.¢600.0002

Virtual MAC = 0007.¢600.0001

Client 1 Client 2
Default Gateway = Virtual IP 10.0.0.1 Default Gateway = Virtual IP 10.0.0.1
Gateway MAC =Virtual MAC 0007.¢600.0001 Gateway MAC = Virtual MAC 0007.c¢600.0002

Portland Client Network

Like HSRP, GLBP can be configured to track interfaces. Take a look at Figure 10.14. If the WAN
link from router PortRtr1 is lost, GLBP detects the failure because interface tracking is con-
figured on PortRtr1. The job of forwarding packets for virtual MAC address 0007.c600.0001
will be taken over by the secondary virtual forwarder for the MAC, router PortRtr2. There-
fore, the client sees no disruption of service nor does the client need to resolve a new MAC
address for the default gateway.
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Configuring GLBP

Table 10.2 lists the GLBP commands most commonly used to configure a GLBP group and
provides a description of each.

TABLE 10.2 GLBP Commands

Command Description

glbp group-number 1ip Adds the interface as a member of the virtual group
virtual-gateway-addr identified with the IP virtual address.

glbp group-number priority Sets the priority of this router. Highest value wins elec-
priority_value tion as active router. Default is 100. If routers have the

same GLBP priority, the gateway with the highest real
IP address will become the AVG.

glbp group-number timers Adjusts the hello timer and hold timer in seconds.
hello-value holdtime-value Place the argument msec before the values to enter
subsecond values.

Summary

Now you can implement and configure three different redundancy protocols. HSRP and
VRRP, you learned, are very close to being the same. VRRP is the open standard can be
used on any vendor’s equipment. HSRP is proprietary and has a couple of features and con-
figurations not available in VRRP; remember the preempt and interface tracking features.

GLBP is also a Cisco-proprietary protocol. It can provide true load balancing for all of
your clients, even if they are in the same subnet.
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Review Questions

1. What protocol allows a router to answer for a host when it ARPs for a host that is not on
the local subnet?

A. HSRP
B. VRRP
C. Proxy ARP

D. Server ARP

2. How many routers can participate in a HSRP group and be assigned a role?

A1
B. 2
C. 3
D. 4
3. What is the default priority setting on an HSRP router?
A. 25
B. 350
C. 100
D. 125
4. When the active router stops sending Hellos to the standby router, the standby router will
take over.
A. True
B. False

5. What command must be configured on a router to enable it take the active role back after it
has failed and the role shifted to the standby router?

A. tracking
B. preempt
C. timers
D. active

6. Isit possible for a VRRP router to use its real IP for the virtual router’s IP?
A. Yes
B. No
C. Only in the Cisco version

D. Only on the weekend
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7. You can configure the preempt feature on a VRRP router.
A. True
B. False

8. In a GLBP network, how many routers can be configured into one group?
A 2

B. 3
C. 4
D. 8

9. You have to configure the host machines with different default gateways in order to use GLBP.
A. True
B. False

10. You can configure interface tracking on a GLBP router interface.
A. True
B. False
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Answers to Review Questions

1. C. The feature is Proxy ARP.
B. Two routers in an HSRP group can actively have a role.
C. The default priority for an HSRP router is 100.

A. True. The standby router’s job is to take over when there is a failure.

o » w0 N

B. The preempt command must be configured before a router can automatically take back
the active router role.

o

A. Yes. In VRRP, the real IP address of a router can be used.

7. B. False. On a VRRP router, the preempt command does not have to be configured. When
the router that failed comes back online it will take back over.

8. C. Four routers can be placed into a GLBP group

9. B. False. The benefit of GLBP is that is does load balancing and doesn’t require different
host configurations

10. A. True. GLBP can use the interface tracking function.



WAN and Teleworker
Connections

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Describe cable (HFC) technologies
v Describe xDSL technologies
v' Configure ADSL (PPPoE or PPPoA)

v’ Verify basic teleworker configurations

v Describe the components and operation of
Frame-Mode MPLS

v Configure and verify Frame-Mode MPLS



In this chapter, I cover the most common types of connections
for users and companies to connect their homes and offices. You
will see how the small office/home office (SOHO) is becoming

a natural extension to the corporate office. Because of this extension, your network must also
extend and provide all of the normal network service and reliability. For the SOHO connec-
tions, I specifically cover DSL and broadband cable technologies. For corporate WAN con-
nections, I cover basic frame mode MPLS.

? For up to the minute updates on this chapter, check out www. sybex. com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com

Introduction to the Campus Edge

Now that you have learned much of the technology and many of the functions of the Enter-
prise Campus module, it is time to look at the edge of the network. You learned about the
protocols and functions necessary to build switch blocks and connect them with redundant
and deterministic paths. You worked your way up the TCP/IP stack, filling in the pieces that
build the Enterprise Campus module. You learned about the switching technologies that con-
nect all of the end devices to the network, and the routing protocols that connect all of the
subnets. You even entered the campus edge when you learned how to get Internet connectivity
into the enterprise using BGP.

To really work in the enterprise edge, you’ll need to understand a couple more
subcomponents:

= Enterprise branch
= WAN
= Teleworker

The subcomponents are covered in no particular order. Add these to the Internet connection
piece that you learned about in the Chapter 7, “Exterior Routing Protocols” (the BGP chapter),
and you’ll be ready to go.

Enterprise Branch

The Enterprise Branch is built much like the Enterprise Campus. It contains switch blocks
and the functions that make them resilient and redundant. Just as with the infrastructure
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built into the campus, the branch will be constructed to support businesses applications
and services, including mission-critical data, voice, and video applications. Through the
branch, these applications and services can be extended from the campus to any number of
remote locations.

In the coming sections of this chapter, I am going to show you some of the ways branch
locations, as well as smaller locations and even individuals, can be connected to the campus.
The enterprise teleworker connection can be used for small office/home office (SOHO) con-
nections. The two technologies I will discuss in depth are digital subscriber line (DSL) and
broadband cable connections.

Digital Subscriber Line DSL connections fall into a category typically known as high-
speed commercial connections. DSL is popular because it is provided by most phone com-
panies and is available in a large and every growing area. DSL is also convenient because
it is carried over standard telephone lines which most everyone has running into their
house anyway.

Broadband Cable Broadband cable also falls into the high-speed commercial con-
nection category. Broadband cable became very popular because it often offers higher
bandwidths than other connections in its category including DSL. Cable got a bad name
for a while when DSL providers tried to tell everyone that a DSL connection isn’t shared
and cable is shared. While this is true—cable is shared—DSL isn’t the perfect point-to-
point non-shared connection it was marketed to be. I will explain more as you go along
through the chapter.

The Enterprise WAN can connect any size office and provide a full assortment
of services over a single IP network. Remote connection options for the Enterprise
WAN include:

= Private WAN Layer 2 technologies
= Service provider MPLS-based IP virtual private networks (VPNs)

= Site-to-site and remote-access with IPSec VPN

Private WAN Layer 2 Technologies Traditional private WAN Layer 2 technologies, such
as frame relay, Asynchronous Transfer Mode (ATM), and leased lines, provide connections
where the security of the connection depends on the service provider. Strong encryption
with IPSec VPNs should be used to strengthen security.

Service Provider MPLS-Based IP VPNs Service provider Multi-Protocol Label Switching
(MPLS)-based IP VPN offer flexible, scalable, any-to-any connectivity. The security level
of the connections without additional IPSec deployment is almost the same as with tradi-

tional private WAN Layer 2 technologies.

Site-to-Site and Remote-Access with IPSec VPNs Site-to-site and remote-access with IPSec
VPN over the public Internet offer connection security at a low cost.

At the end of the chapter, I introduce you to the functions of Frame Mode MPLS con-
nections, but you’ll have to wait for Chapter 12, “Virtual Private Networks,” for a full
exploration of IPSec and encapsulation methods.
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Enterprise Teleworker

The enterprise teleworker solution aims to provide an always-on, secure, centrally managed
connection. This is typically provided to create a link from a user’s home back to the cor-
porate network. Business and corporate IT departments want to achieve specific goals and
meet specific requirements with these connections. Those often include:

= Continuity of operations despite inclement weather, commuter issues, manmade and
natural disasters, and so forth

= Increased responsiveness across geographical, functional, business, and decision-mak-
ing boundaries

= Secure, reliable, manageable employee access to critical network assets and confidential
information

= Cost-effective access to data, voice, video, and realtime applications
= Increased employee productivity, satisfaction, and retention

Teleworkers, just like traditional on-site workers, require a diverse set of applications
such as email, web-based applications, mission-critical applications, realtime collaboration,
voice, video, and video conferencing. Some of these applications require high-bandwidth
and for sure the combination of them will. With that in mind, the first factor to consider in
a remote connectivity solution is the remote worker’s access network technology and band-
width available with that connection. Two options for providing the bandwidth needed
include residential broadband cable and DSL. The dial-up modem connection of the past is
not sufficient for teleworkers because of its low bandwidth.

The second consideration is to maintain the infrastructure services and security options
of the corporate network, such as:

= IPSec VPN
= Security

= Authentication

= QoS

=  Management

IPSec VPN IPSec VPN establishes a secure tunnel over the existing broadband connec-
tion between the teleworker remote sites and the central site. Site-to-site VPNs are used to
achieve an always-on, transparent VPN connection. Remote access VPNs are used to pro-
vide an on-demand, secured connection.

Security Maintaining security safeguards the corporate network and prevents unguarded
backdoors. You will want to consider security measures that deploy firewall, intrusion pre-
vention, and URL filtering services. Depending on the enterprise corporate secure policy,
split tunneling may be used to share the broadband connection between secured corporate
access and unsecured Internet access at the same time.
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Authentication Authentication defines access to resources by deploying the identity-
based network services using authentication, authorization, and accounting (AAA) servers,
802.1x port-based access control, Cisco Security, and Trust Agents.

QoS QoS addresses application availability and behavior. QoS mechanisms prioritize the
traffic, optimize the use of WAN bandwidth, address the difference in uplink and downlink
speeds of the broadband connection, and achieve adequate performance for applications
sensitive to delay and jitter.

Management Management addresses the complex balance between support and loss of
corporate control. In highly managed systems, corporate IT centrally manages and sup-
ports the teleworker connection, provides equipment for use by the teleworker, then trans-
parently configures and pushes security and other policies to the remote devices. Tools
can be used to implement performance and fault management and to monitor service-level
agreements (SLAs).

Early teleworker solutions had limitations. The level of access was inferior to access at
the corporate office. Early solutions could not deploy and support advanced applications,
such as voice, video, and video conferencing. QoS was not available for efficient delivery
and prioritization of traffic. Security was in the hands of the end user; IT departments had
no control. Connection configuration, management, and support could not be centrally
controlled. The business-ready teleworker solutions available today overcomes the weak
points of the traditional teleworker (dial-up type) solution.

Cable Technologies

Before I get into how cable technologies work, it is important for you to understand some
of the basic terminology. As an added bonus, once you understand these terms, you have a
basic understanding of where the cable systems came from and how they operate.

Cable Terms
The following terms are commonly used to describe cable technology.

Broadband Broadband is used to describe a method of data transmission where multiple
pieces of data are sent simultaneously to increase the effective rate of transmission. In cable
systems, the term broadband refers to the ability to frequency-division multiplex (FDM)
many signals in a wide radio frequency (RF) bandwidth over a hybrid fiber-coaxial (HFC)
network and the capability to handle vast amounts of information.

Community Antenna Television (CATV) The original meaning of the term CATV
changed over the years; today the term simply refers to cable TV.

Coaxial Cable The primary medium used to build cable TV systems. Coaxial cable is
used to transport RF signals and has certain physical properties that define the attenuation
of the signal, including cable diameter, dielectric construction, ambient temperature, and
operating frequency.

Tap A tap divides the input signal RF power to support multiple outputs. Typically, the
cable operators deploy taps with 2, 4, or 8 ports or subscriber drop connections.
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Amplifier Amplifiers magnify an input signal and produce a significantly larger
output signal.

Hybrid Fiber-Coax (HFC) A mixed optical-coaxial network where optical fiber replaces
some or all of the trunk portion of the cable network.

Downstream Downstream refers to the direction of the transmission of the RF signal
(TV channels, data). Downstream runs from source (headend) to the destination (subscrib-
ers). Downstream is also called the forward path.

Upstream Upstream transmissions of RF signal travel from subscribers to the
headend. Upstream is also called a return or reverse path.

Cable Standards

Commonly used standards in cable systems include:

= National Television Standards Committee (NTSC)

= Phase Alternating Line (PAL)

= Sequential Couleur avec Mémoiré (SECAM).

NTSC NTSC is a North American TV technical standard for analog TV system. The

standard was created in 1941 and is named after the National Television System Committee
formed in 1940. The standard uses a 6 MHz modulated signal.

PAL PAL is a color encoding system used in broadcast television systems in most of
Europe, Asia, Africa, Australia, Brazil, and Argentina. The PAL version uses 6 MHz,

7 MHz, or 8 MHz modulated signal. The color difference signals an alternate phase at the
horizontal line rate.

SECAM SECAM is an analog color TV system used in France and certain Eastern European
countries and uses an 8 MHz modulated signal.

Concept: DTV and HDTV

Digital television (DTV) is an advanced broadcasting technology that allows you to view
a greater number of channels and with better picture and sound quality. DTV also offers
multiple programming choices, called multicasting and interactive capabilities. DTV is the
umbrella term encompassing high-definition television (HDTV) and several other applica-
tions, including standard definition television, datacasting, multicasting, and interactivity.

All analog transmission of broadcast television ended in 2009. All TV subscribers must
have a digital tuner in their TV or have an analog to digital converter box.

For more information on DTV and HDTV the Federal Communications Commission (FCC)
has a great website at www.dtv.gov.
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Cable Components

The cable system is composed of these major components:
* Antenna site

=  Headend

= Transportation network

= Distribution network

= Subscriber drop

Antenna Site  An antenna site is a location chosen for optimum reception of over-the-air,
satellite, and sometimes point-to-point signals. The main receiving antennas and satellite
dishes are located at the antenna site.

Headend Headend is a master facility where signals are received, processed, formatted,
and distributed over to the cable network—the transportation and distribution network.
The headend facility is usually unmanned, under security fencing, and is somewhat similar
to a telephone company central office (CO).

Transportation Network The transportation network is used to link a remote antenna site
to a headend or a remote headend to the distribution network. The transportation network
can be microwave, coaxial supertrunk, or fiber optic.

Distribution Network In a classic tree-and-branch cable system, the distribution network

is composed of trunk and feeder cables. The trunk is the backbone that distributes signals
throughout the community service area to the feeder. It typically uses 0.750 inch (19 mm)
diameter coaxial cable. The feeder branches emanate from a trunk and reach all of the sub-
scribers in the service area via coaxial cables. The feeder cable is usually a 0.500 inch (13 mm)
diameter coaxial cable.

In mixed fiber and coaxial cabling (the HFC architecture), optical fiber replaces some

or all of the traditional trunks and carries TV signals and other data services. A web of
fiber trunk cables connects the headend (or hub) to the nodes where optical-to-RF signal
conversion is performed. Feeder cables originate from the node carrying RF signals to the
subscribers. The effective service area of a distribution network segment (feeder segment)
ranges from 100 to as many as 2,000 subscribers.

Subscriber Drop A subscriber drop connects the subscriber to the cable services. The
subscriber drop is a connection between the feeder part of distribution network and

the subscriber terminal device, such as a TV set, VCR, high definition TV (HDTV)
set-top box, or cable modem. A subscriber drop is composed of coaxial cabling (usually
59-series or 6-series coaxial cable), grounding and attachment hardware, passive devices,
and a terminal device.

DOCSIS

Data Over Cable Service Interface Specification (DOCSIS) is an international standard
developed by CableLabs, a nonprofit research and development consortium for cable-related
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technologies. CableLabs certifies cable equipment vendor devices, such as cable modems
(CMs) and cable modem termination system (CMTS), through testing and, if compliant,
grants DOCSIS certified or qualified status.

DOCSIS defines the communications and operation support interface requirements for
a data over cable system and permits the addition of high-speed data transfer to an existing
CATYV system. Cable operators employ DOCSIS to provide Internet access over their existing
HEFC infrastructure.

DOCSIS specifies the Open System Interconnection (OSI) Layers 1 and 2 requirements
on both the physical and MAC layer.

Physical Layer On the physical layer, DOCSIS specifies the channel widths that cable
operators can use for data signals. DOCSIS also specifies the modulation techniques that
can be used to allow the RF signal to convey digital data.

MAC Layer At the MAC layer, DOCSIS defines acceptable deterministic access methods—
Time Division Multiple Access (TDMA) or Synchronous Code Division Multiple Access
(S-CDMA).

Since frequency allocation band plans differ between North American and European cable
systems, both DOCSIS and an adapted Euro-DOCSIS exist. The main differences account for
differing channel bandwidths. European cable channels conform to PAL-based standards and
are 7 MHz and 8 MHz wide, whereas the North American cable channels conform to NTSC
standard, which specifies 6 MHz-wide cable channels. The wider channels in Euro-DOCSIS
architectures permit more bandwidth to be allocated to the downstream data path.

Using Radio Waves for Data

Electromagnetic spectrum encompasses a broad range of electromagnetic frequencies, as
shown in Figure 11.1. Frequency is the rate at which current (or voltage) cycles occur—the
number of “waves” per second. Wavelength is the speed of propagation of the electromag-
netic signal divided by its frequency in cycles per second. A portion of the electromagnetic
spectrum between approximately 5 MHz and 1 GHz is known as radio waves, generally

called RF.

FIGURE 11.1 RF Spectrum
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When you tune a radio or television to find a radio station or TV channel, you tune the
radio or TV to a particular electromagnetic frequency within the RF spectrum. A broad-
band transmission sends multiple streams of data essentially at the same time. So, the cable
that is connected into your TV carries all of the channels that you could watch coming into
it at the same time. When you change the channel on your TV, you are really adjusting the
tuner inside the TV; once the tuner is adjusted, it begins processing the data coming over a
specific frequency.

This process isn’t used just for TV, though. The cable TV industry uses the RF portion
of the electromagnetic spectrum. Within the cable, those frequencies are used to carry not
just the TV channels but data as well. At the subscriber end (home or work), equipment
such as your TV, VCR, or HDTV set-top box tunes to those frequencies so you can view
the TV channel and, if the terminating device is a cable modem, to provide high-speed
Internet access.

The cable network transmits signals in either direction at the same time. For this to
work, different frequencies carry each stream of data.

= Downstream frequencies are in the 50 MHz to 860 MHz range.

= Upstream transmissions, the reverse path from the subscriber to the cable operator, are
in the 5§ MHz to 42 MHz range.

The downstream frequency range is subdivided into even smaller channels, as defined by
the frequency plan (6 MHz for DOCSIS, 7 MHz and 8 MHz for Euro-DOCSIS). Between
the upstream and downstream frequency ranges, a guard band provides separation between
channels. The guard band is maintained by the cutoff characteristics in the high-pass/low-
pass filtering process that restricts transmission frequencies. The filtering process is used to
make sure that signals do not spill into the adjacent spectrum.

In the over-the-air TV broadcast environment, two frequency ranges are defined:

= Very High Frequency (VHF) range covers TV channels 2 through 13, 30 MHz to
300 MHz

= Ultra High Frequency (UHF) range covers TV channels 14 through 83, 300 MHZ to
3000 MHz.

The cable industry defines the cable TV spectrum for the downstream path as listed in
Table 11.1.

TABLE 11.1 Cable TV Spectrum Downstream Path Plan

Band Use Frequency Range (MHz)
Sub CATV T7-T13 7-58

Low band VHF TV channels 2-6 54-88

Mid band UHF TV channels 95-99 91-120

UHF TV channels 14-22 121-174
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TABLE 11.1 Cable TV Spectrum Downstream Path Plan (continued)

Band Use Frequency Range (MHz)
High band VHF TV channels 7-13 175-216

Super band CATV channels 23-36 216-300

Hyper band CATV channels 37-62 300-456

Ultra band CATV channels 63-158 457-1002

There is no frequency plan for the upstream path. The cable operator can monitor the
upstream frequency band and place the upstream data signals into clean areas where there
is no interference from noise or other signals. The area between 5 and 15 MHz is usually
noisy and is unusable.

Original Cable Systems

How many of you remember rabbit ears, the antennae that sat on top of the TV years

ago? When over-the-air via radio waves was the only method of transmission, antennae
were required. Originally, CATV was created to solve the problem of poor over-the-air

TV reception. These cable systems used a type of coaxial cable—a center conductor sur-
rounded by insulation and then a grounded shield of braided wire. The shield was designed
to minimize electrical and RF interference.

These original CATV systems were composed of a shared antenna (replaced later with a
satellite dish) placed in some high location. Multiple subscribers then connected their TVs
via coaxial cable. The first CATV networks were one way and included various amplifiers
in cascade to compensate for the signal loss over the coaxial cable in series. Taps coupled
the video signal from the main trunks to subscriber homes via drop cables. A common
problem with these cascaded networks was loss of signal and the amplification of noise.
When the signal was amplified so that it would reach the end of the network, any noise in
the transmission was also amplified causing more degradation in the signal.

The CATV system provided television via RF signals transmitted within a sealed coaxial
cable line to ensure that consumers obtain cable service with the same TV sets they were
using to receive over-the-air broadcasts. The system consisted of the headend, the trunk, the
neighborhood node, the distribution cables, and the subscriber drop cables. Take a look at
Figure 11.2, you can see what the original cable systems looked like from a logical standpoint.

Benefits of Using the Cable System

The cable system architecture was really all about a cost-effective solution for service
providers in heavily populated areas who could use a cascading broadcast architecture to
reach their subscribers. But improvements and advances over the years enabled service pro-
viders to provide many new services. The cable systems can now be upgraded to support
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telephony, high-speed data, and analog and digital video services. This allows integration
of all the services and the collocation of equipment (telephone switches and cable modem
termination systems).

FIGURE 11.2 Original Cable System
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A high-speed cable data connection presents a cost-effective solution for accessing the
Internet, not only for teleworkers, but for small and medium-size businesses. High-speed
cable Internet access enables:

= VPN connectivity to corporate intranets
= SOHO capabilities for work-at-home employees
= Interactive television

= Public switched telephone network (PSTN)-quality voice and fax calls over the
managed IP networks

Fiber Benefits

A simple but important problem to note with all cable systems is signal loss. The signal from
the antenna is attenuated when traveling along the cable. In order to boost the signal along
the path, service providers must add amplifiers. Amplifiers may have to be inserted in that
path as much as every 2,000 feet (600 meters). This ensures that when the RF signal reaches
you (or any subscriber), it will be received with enough power and clarity to receive all the
channels (50 to 860 MHz) required to support analog TV, digital TV, and digital data cable
modem services. Using coaxial cable over a 20-mile service length, a provider could have
to add as many as 52 amplifiers. Unfortunately, the amplifier has limitations, as does any
repeater device. The biggest issue is the introduction of noise and distortion. In addition,
since the original cable implementation is serial, if there is a single amplifier failure, service
is disrupted.

When fiber optics were added, the number of cable amplifiers required throughout the
cable plant was reduced. As added benefits over regular coaxial cable, the new cables:

= Require less space and are thinner, lighter weight, and easier to handle
= Introduce virtually no noise into the run

= Lose much less signal
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= Provide immunity from external influences, such as thunder or RF interference
= Increase the unamplified cable run from 600 m to 5 km to 40 km

Fiber is used for trunk cables and carries downstream traffic from the headend to the
neighborhood node at a signal strength above 50 decibel (dB).

HFC Architecture

The HFC architecture is the major upgrade to original cable systems. It defines a network
architecture that incorporates using both optical fibers and coaxial cable to create a broad-
band network. Upgrading a cable plant to HFC architecture gives the provider the ability
to deploy a data network over the HFC system and offer high-speed Internet services. The
system also allows more subscribers on the network. (They make more money and hopefully
you get better service.) The cable network is also segmented into smaller service areas with
fewer end users on each segment; thus, after each optical node typically five or fewer ampli-
fiers are cascaded. This means a better connection with less noise and less congestion.
Figure 11.3 is a diagram of a typical HFC architecture.

FIGURE 11.3 HFC Architecture
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Cable network uses different RF frequencies than over-the-air transmissions. Down-
stream traffic is carried in the 50 to 860 MHz range. Each downstream data channel is a
6 MHz channel. Upstream traffic is carried in the 5 to 42 MHz range, also in 6 MHz (less
for asymmetric cable connections) channels. Both upstream and downstream traffic are
carried over the TV channel frequencies.

Data over Cable

Additional equipment is required to put data on the cable system. To put upstream and
downstream data on the network, digital modem signals must be sent and received. This
is accomplished using:

= A cable modem (CM) on the subscriber end
= A cable modem termination system (CMTS) at the cable operator’s headend

At the headend, the CMTS communicates with the cable modems that are physically
located in customer homes. In addition to the CMTS at the headend, providers also must
maintain other computer systems to support required databases and services to provide
Internet services to all the cable customers.
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In newer HFC networks, typically 500 to 2,000 active data subscribers are connected
to a single cable network segment; these customers share the upstream and downstream
bandwidth of that segment. Figure 11.4 shows the components of an HFC high-speed data
network.

FIGURE 11.4 Cable System High-Speed Data Architecture
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The actual bandwidth for Internet service data over a CATV line can be up to about
27 Mbps on the download path to the subscriber, with about 2.5 Mbps of bandwidth on
the upload path. Depending on the cable network architecture, cable operator provisioning
practices, and traffic load, an individual subscriber can typically get an access speed from
256 kbps to 6 Mbps.

In cases when high usage causes congestion, a cable operator has the flexibility to add
additional bandwidth for data services. This is achieved by allocating an additional TV
channel for high-speed data, thus doubling the downstream bandwidth available to sub-
scribers. Another option to increase the amount of bandwidth available to subscribers is to
reduce the number of subscribers that are served by each network segment. To do that, the
cable network is further subdivided by laying the fiber-optic connections deeper into the
neighborhoods.

Downstream Data Transfers
Let’s look at the devices and functions that occur in during downstream data transfers.

1. At the local headend, signals are received through satellite dishes, antennas, analog
and digital video servers, local programming, and other headends. This is where the
distribution of the TV signals begins. The signals are sent to the customers via the dis-
tribution network.

The CMTS modulates the digital data into an RF signal.
The RF signals are combined onto a coaxial cable and then passed to the fiber transmitter.

The fiber transmitter performs RF to light (optical) signal conversion.



388 Chapter 11 - WAN and Teleworker Connections

5. The fiber transmitter then sends the signals to a fiber node located somewhere in the
town or neighborhood.

6. At the fiber node, a second conversion back from light (optical) to RF signal is
performed.

The RF signal is passed via the coaxial network composed of amplifiers, taps, and drops.

8. At the subscriber end, an RF splitter divides the combined RF signal into its video and
data components. The data is passed to the cable modem.

9. The cable modem, tuned to the data RF signal channels, demodulates the data RF signal
back into the digital data.

10. Data passes to the computer or data network over an Ethernet connection.

Upstream Data Transfers

Now, let me show you what happens to data traveling the opposite direction, upstream
toward the service provider.

1. You are now starting at the customer end. The cable modem takes the digital data from
the computer over an Ethernet connection and modulates the data to an RF signal.

The cable modem then transmits the signal, at the negotiated RF and power level.
The coaxial network carries the signal through amplifiers, taps, and drops.

When the signal reaches the fiber node, the first conversion from RF signal to light
(optical) is performed.

5. The fiber node now becomes the transmitter and sends the signals to the headend fiber
node, the former fiber transmitter.

6. The headend fiber node performs the second conversion, light (optical) to RF, passes
the signal to the CMTS.

7. The CMTS, tuned to the data RF channels, demodulates the data RF signal back to
digital data and routes it to the Internet.

As a result of this process, the bandwidth available to a subscriber can vary based on
how many subscribers use the service at the same time. The cable operator can resolve the
issue by adding RF channels or splitting the service area into multiple smaller areas. There
is also a risk of privacy loss. This can be addressed at the cable modem using encryption
and other privacy features specified in the DOCSIS standard.

Provisioning a Cable Modem

The process of provisioning the cable modem is composed of several steps in order for the
cable modem to operate with a host system for Internet services. The process is extremely
important for you to know. This is often the only information you will have if you are on
the customer end. Knowing the steps and possibly what indicators there are on the modem
could be your only way to see what is wrong with a connection. The provisioning process
steps in the initialization and registration are defined by the DOCSIS.
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The headend, where CMTS is located, must have operational provisioning servers, such as
DHCP and TFTP servers. The cable modems are designed and coded to undertake these steps:

1. Set up downstream transmissions.

When the cable modem is powered up, it scans and locks the downstream path for
the appropriate RF data channel (frequency) for the physical and data link layers to
be established.

2. Set up upstream transmissions.
The cable modem listens to the management messages received through downstream
path. The messages include the information on how, where, and when to communicate in
the upstream path, and are used to establish the upstream physical and data link layers.
3. Establish Layer 1 and 2 connections.
The cable modem communicates with CMTS to establish physical and data link layers.
4. Obtain an IP address.

After establishing Layer 1 and Layer 2 connectivity with the CMTS, the cable modem
requests IP configuration parameters information (IP address, default gateway, and
TFTP server) from the DHCP server.

5. Get the DOCSIS configuration.

Next, the cable modem requests a DOCSIS configuration file from the TFTP server. A
DOCSIS configuration file is an American Standard Code for Information Interchange
(ASCII) file created by special DOCSIS editors and includes settings, such as downstream
channel identification, class of service (CoS) settings, baseline privacy settings, general
operational settings, network management information, and vendor specific settings.

6. Register QoS with CMTS.
The cable modem registers, negotiates, and ensures QoS settings with the CMTS.
7. Initialize the IP network.

When the cable modem initialization and registration is complete, the PC-based network
initialization is performed—the PC requests its own IP configuration parameters from
the DHCP server.

If multiple PC connections behind the cable modem are required, a router can be used. A
common scenario is for the router to obtain a public IP address from the DHCP server of
the cable provider. The home router also performs Network Address Translation (NAT)
and Port Address Translation (PAT) and serves as a DHCP server for the PCs connected
behind the router.

DSL Technologies

If you think about the history of the Internet in terms of customer connections, most end
users started out with a dial-up connection. If you are like me, you went through about
four or five different modems as the speeds increased over the years. The speed topped
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out, though, and dial-up just wasn’t enough to handle all of the applications and data that
everyone wanted to access. Years ago, Bell Labs determined that voice conversation only
required a small bandwidth, from 300 Hz to 3 kHz, and allocated only that bandwidth to
plain old telephone systems (POTS). So, that is all the bandwidth that is available when you
have a dial-up connection; that is the reason for the slow-speed connection.

A considerable amount of bandwidth exists on the line above 3 kHz, but for years that
bandwidth between 3 kHz and 1 MHz went unused. Phone companies seeking increased
offerings for their customers researched different ways to carry more data over the infrastruc-
ture already in place. That research and advances in technology led to digital subscriber line
(DSL) and use of the additional bandwidth from 3 kHz up to 1 MHz. High-speed data ser-
vices could now be delivered over ordinary copper lines

The most common implementation of DSL is asymmetric digital subscriber line
(ADSL), which uses a frequency range of approximately 20 kHz to 1 MHz. Other imple-
mentations include:

= Synchronous digital subscriber line (SDSL)

= ISDN digital subscriber line (IDSL)

= High-bit-rate digital subscriber line (HDSL)

= Very-high-bit-rate digital subscriber line (VDSL)

= Rate adaptive digital subscriber line (RADSL)

= G.991.2 single-pair high-speed digital subscriber line (G.SHDSL)

With this technology, providers could deliver the high-bandwidth data rates to customers
with relatively small changes to the existing telephone company infrastructure.

Figure 11.5 depicts the phone line spectrum and shows where the phone connection and the
some of the DSL technologies reside. Notice that IDSL and SDSL bandwidths overlap POTS
and ADSL, so while POTS and ADSL transmissions can coexist on the same wire, POTS and
IDSL or SDSL cannot.

FIGURE 11.5 Phone Line Spectrum

IDSL SDSL
ADSL
} }
0 4kHz 80 kHz Not to Scale 1 MHz

DSL, however, is not a complete end-to-end solution. It is really a physical layer trans-
mission technology like dial, cable, or wireless. DSL connections are deployed in what is
called the last mile of a local telephone network or local loop. The term last mile is a term
that has been used quite a bit in the last few years with broadband connections. It basically
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means the same thing as local loop, and defines the physical connection from the customer
to the first aggregation device of the provider network.

So, a DSL connection is set up between a pair of modems on either end of a copper
wire that runs between the customer premises equipment (CPE) and the Digital Sub-
scriber Line Access Multiplexer (DSLAM). A DSLAM is the device located at the pro-
vider’s central office (CO) that concentrates connections from multiple DSL subscribers.
Once the connection is aggregated, the service provider uses some other kind of transport
for carrying the data to and from their point of presence (POP), the service provider’s
connection to the Internet.

DSL Categories

DSL transmissions, like CATV transmissions, can be categorized in terms of direction.
=  Downstream transmissions travel from the CO toward the subscriber.
= Upstream transmissions travel from the subscriber toward the CO.

The DSL types can also be grouped by taking into account downstream and
upstream speed:

Symmetrical DSL  Symmetrical DSL transmissions are used for communication between
the source and destination nodes. Upstream and downstream speeds are equal.

Asymmetrical DSL  Asymmetrical DSL transmissions are used for the communica-
tion between two ends of a network. The downstream speed is typically higher than
upstream.

DSL Characteristics

The term xDSL is used to describe quite a few variations of DSL, including ADSL,HDSL,
RADSL, SDSL, IDSL, G.SHDSL, and VDSL.

The different kinds of DSL are often called flavors by technicians. Some DSL flavors,
like ADSL and VDSL, do not use the voice frequency band, which allows the phone line to
carry both data and voice signals at the same time. Other flavors, SDSL and IDSL, occupy
the entire frequency range of the line and can carry only data.

Another term often used when describing the characteristics of broadband connec-
tions is always on. If you compare always-on connections to typical WAN connections,
always on would be similar to a leased line or packet switched connection; the circuit
is always up and a device can immediately transmit data without having to first establish
the circuit.

The data rate that DSL service can provide depends on the distance between the sub-
scriber and the CO. The shorter the distance, the higher data rate can be achieved. If you
were close enough to a CO offering DSL service, you might be able to receive data at rates
of up to 6.1 Mbps out of a theoretical 8.448 Mbps on an ADSL connection.

When discussing the DSL variants, the properties described in Table 11.2 are compared.
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TABLE 11.2 DSL Properties

Property Description

Nature Nature of DSL is the relation between downstream and
upstream speeds. Synchronous DSL has the same speeds in
both directions, while asynchronous DSL has different down-
stream and upstream speeds.

Maximum data rate Defines the maximum speed that can be deployed with certain
type of DSL.
Line coding technology Describes the technique used to represent digital signals to be

transported over copper twisted pair so that the receiver can
interpret them accurately.

Data and voice support Depending on the usage of available frequency spectrum, cer-
tain DSL types support data and voice simultaneously, while
others do not.

Maximum distance Describes the maximum distance a certain type of DSL con-
nection can span.

Types of DSL

DSL types include ADSL, VDSL, IDSL, SDSL, HDSL, and Multirate Symmetrical High-Speed
Digital Subscriber Line (G.SHDSL).

ADSL ADSL is designed to deliver more bandwidth downstream than upstream, and sup-
ports data and voice simultaneously over an existing copper lines. ADSL is meant to service
residential customers where usually more bandwidth is required for the downstream transmis-
sions to accommodate applications such as downloading music, movies, playing online games,
surfing the Internet, or receiving email with large attachments. The downstream rate ranges
from 256 kbps to 8 Mbps, while upstream speed can reach 1 Mbps. ADSL offers greater dis-
tance reachability, but speed is degraded as the distance increases. The maximum distance is
limited to approximately 18,000 feet (5.46 km). ADSL2 and ADSL2+ are enhancements to
basic ADSL and provide a downstream bandwidth of up to 24 Mbps and an upstream band-
width of up to 1.5 Mbps.

RADSL A RADSL refers to ADSL service with a data transmission rate that can be
adapted to the local loop line conditions.

VDSL VDSL can provide symmetrical or asymmetrical services. The downstream band-
width ranges from 13 to 52 Mbps. Like ADSL, VDSL also supports data and voice over
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a single copper line. The Cisco Long Reach Ethernet (LRE) solution is based on Ethernet
over VDSL. VDSL offers the highest operational speed but has the shortest achievable dis-
tance. For VDSL to support the maximum speed of 52 Mbps the subscriber has to be very
close to the CO—a range of 1,000 feet (300 meters). The maximum operational distance

is 4,500 feet (1.37 km).

IDSL IDSL transmits data digitally (rather than via analog) on a regular twisted pair cop-
per telephone line, across existing ISDN lines. IDSL delivers up to 144 kbps symmetrical
bandwidth derived from the two bearer channels (2B) plus the signaling channel (D) (B =
64 kbps, D = 16 kbps); it is essentially a leased-line, basic rate ISDN (BRI) service with no
D channel. IDSL does not support voice and can only carry data. Because it is always on,
IDSL has an advantage over ISDN. The maximum operating distance of IDSL is limited to
18,000 feet (5.46 km). An IDSL line can be configured for a speed of 64 kbps, 128 kbps, or
144 kbps. The line coding mechanism used is two binary, one quaternary (2B1Q), which
allows transparent operation through an ISDN U interface.

SDSL  SDSL delivers 768 kbps both downstream and upstream over a single copper
twisted pair. SDSL technology is proprietary, nonstandardized, and can only carry data.
The symmetrical nature of SDSL makes it ideal for commercial use where end users often
must send and receive large amounts of data. These users run network applications, send
and receive email messages with large attachments, upload data to corporate servers, and
update web pages. The use of a single twisted pair limits the operating range of SDSL to
about 22,000 feet (6.7 km).

HDSL HDSL delivers 1.544 or 2.048 Mbps of symmetrical bandwidth over two copper
twisted pairs. Service providers use HDSL as a substitute for T1 and E1 leased lines. Only
data can be carried via HDSL. The operating range of HDSL is limited to approximately
12,000 feet (3.7 km).

G.SHDSL Cisco describes the G.SHDSL acronym as Multirate Symmetrical High-Speed
Digital Subscriber Line. G.SHDSL offers symmetrical data rates from 192 kbps to 2.3 Mbps.
G.SHDSL is standardized and developed by the International Telecommunication Union
(ITU) to address the worldwide SDSL market. The maximum operational distance supported
by G.SHDSL is about 28,000 feet (8.5 km); this offers a greater reach over other deployed
DSL technologies.

Speed vs. Distance Limitations

The DSL types are limited by distance and speed. Achievable speed is inversely proportional
to distance—longer distance in the local loop means lower maximum speed that a particular
DSL connection supports. The maximum speed that can be achieved by certain DSL connec-
tions is also influenced by various factors in the local loop that attenuate or distort the signal,
as described in Table 11.3.
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TABLE 11.3 Factors That Impede DSL Transmissions

Factor Description

Signal attenuation Attenuation causes signal loss over distance and is determined
with the distance between subscriber and CO. The signal that
travels along the medium is attenuated. The longer the distance
the more attenuation and, thus, lower speeds are achievable.

Bridge tap A bridge tap is an extra telephone wire with an unterminated
cable end that is connected to the local loop. An unterminated
tap introduces noise and reflections, and can radiate power that
reduces signal strength and consequently speed. DSL providers
should remove bridge taps before installing a DSL connection.

Load coil Provisioning loading coils was a standard procedure for
improving POTS voice quality on longer local loops. It is also
called conditioning the loop. A loading coil is a wrap of wire
placed at specific intervals along the local loop to extend the
local loop distance. The coil creates a low-frequency band pass
filter that cuts off (blocks) the DSL frequencies. For the DSL to
operate, load coils must be removed from the loop.

Wire gauge Wire gauge is the thickness of the wire used in the local loop.
For higher speeds, thicker wire is needed.

Impedance mismatch The impedance mismatch in the local loop causes echo, which
results in noise. The impedance mismatch is caused by the
changes in wire gauge, wire splices, or by corrosion.

Crosstalk Crosstalk is the interference between the two wires in a bundle
caused by electrical energy.

AM radio interference AM radio frequencies can interfere with the DSL signal causing
speed reduction. The interference is especially a problem with
in-house wiring where untwisted or poorly twisted wiring exists.

Issues with DSL

If you’re going to work with DSL, keep these three things in mind:

= The maximum data rate describes the maximum achievable downstream and upstream
bandwidth with the shortest operational distance (distance between the subscriber and
the CO).

*  The maximum operational reach is the maximum achievable distance with the lowest
operational data rate.

= Bandwidth and distance are inversely related.
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When you experience problems with your xDSL operations, check the following:

1. Check for the presence of load coils in the system. Load coils must be removed from
the line for xDSL to operate.

2. Verify impedance matching. Throughput is reduced when impedance mismatches are
present (for example, different wire gauges are used in the line).

3. Check for the presence of open bridge taps. Bridge taps also reduce the achievable
throughput.

4. Monitor the lines for crosstalk. Crosstalk from other lines and wiring will degrade the
throughput.

5. Monitor the lines for external interference. External interference, like AM radio inter-
ference, results in unpredictable xDSL performance.

ADSL in Detail

ADSL is characterized by asymmetric data rates, with higher data rates for downstream
transmissions and lower data rates for upstream. ADSL can coexist with POTS over the same
twisted-pair telephone line. Depending on the ADSL flavor, three information channels can
exist over the same wiring:

= POTS channel for analog voice
= Variable-speed duplex channel
= High-speed downstream channel

In these systems, customers can use the phone line and the ADSL connection simultaneously
without adverse effects on either service.

The distance between the end user and the CO provides an approximate technological
guideline for line speeds. Downstream, ADSL can support speeds up to just over 8 Mbps. The
upstream speed can be up to roughly 1 Mbps. The maximum upstream rate can be provided
at distances of up to 18,000 feet (5,486 m) over one-wire pair without repeaters on an opti-
mized loop. The technical maximum downstream speed can be achieved at distances up to
12,000 feet (3,658 m) using standard 0.6 mm (24-gauge) wire on an optimal loop.

@ Real World Scenario
But | Want DSL

Distance has always been a limiting factor with DSL. | can remember when it first came
out and none of the enhancements that exist today were available. Nevertheless, | wanted
DSL. People in my building who lived in apartments on the second floor or lower could
get DSL but, those who lived on the third floor or higher couldn’t get service. | was on the
sixth floor, too far from the switch. | couldn’t get the service. Angry!
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ADSL was standardized in 2004. The newer variants, ADSL2 and ADSL2+, offer improve-
ments. ADSL2 (ITU G.992.3/4) provides higher downstream rates of up to 12 Mbps for spans
of less than 8,000 feet (2.5 km). ADSL2+ (ITU G.992.5) provides up to 24 Mbps for spans of
less than 5,000 feet (1.5 km).

ADSL Equipment

The ADSL services are deployed between two ADSL modems, one at the subscriber end and
one at the CO. The CPE ADSL modem is known as an ADSL terminal unit-remote (ATU-R).
The CO modem is called an ADSL terminal unit-central office (ATU-C). At the CO, a special
device called a DSLAM, which basically contains multiple ATU-Cs, is often used.

Benefits of ADSL

Again, probably the biggest benefit of ADSL is the ability to provide data and voice services
on the same line. When analog voice is integrated with ADSL, a filter or splitter isolates the
ADSL modem from the POTS channel. This guarantees uninterrupted phone service—even
if there is a failure on the ADSL connection. Not only do both services use the same wire
but the customer can use the phone line and the ADSL connection at the same time without
adverse effects on either service, provided the filters or splitters are in place. The whole idea
(and the service) would be much less attractive if this weren’t the case. If they didn’t work
at the same time, you would have that dial-up modem limitation again.

Let’s take a closer look at why and how voice is separated from data. ADSL offloads the
data (modem) traffic from the voice switch and keeps analog POTS separate from data. By
separating the voice and data traffic, you are provided with a fail-safe emergency-call service.
This is especially important when you think about your phone connection as a public safety
connection; you want to be able to call for emergency services any time you need them. Once
the two channels are split, a data channel is established between the CPE modem and the
CO DSLAM and a separate voice channel is established between the telephone and the voice
switch at the CO.

POTS splitters are used to separate the DSL traffic from the POTS traffic. The POTS
splitter is a passive device; one end connects to the wall jack, the other two connect to the
CPE modem and a telephone. In the event of a power failure, the voice traffic is still car-
ried to the voice switch in the CO. Splitters can be installed at the customer location but are
almost always used in the CO. Microfilters can also used to separate the traffic for POTS
only connections. A microfilter is a passive low-pass filter; one end connects to the telephone
and the other end connects to the telephone wall jack.

The local loop terminates at the customer location at the demarcation point (DEMARC)
on a device called the network interface device (NID). At the DEMARC, the point where
the phone line enters the customer premise, a device called a splitter is attached to the phone
line itself. The splitter separates the phone line traffic; one branch feeds the original house
telephone wiring for the phone, and the other branch connects to the ADSL modem. In addi-
tion, the splitter acts as a low-pass filter, allowing only the 0—4 kHz frequencies to pass to
or from the phone. Since installing the POTS splitter at the NID requires that a technician
go to the customer site to set up the ADSL service, most installations today use microfilters.
At the CO, the POTS splitter separates the incoming voice traffic, which goes to the voice
switch, and the data traffic, which goes to the DSLAM.
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Modulating ADSL

There are two basic types of modulation techniques associated with ADSL: a single-carrier
Carrierless Amplitude and Phase (CAP), which is proprietary and multicarrier standardized
Discrete Multitone (DMT).

CAP Modulation CAP is an early and fairly easily implemented modulation method used
in many of the early installations of ADSL. CAP modulation operates in such a way that it
creates three separate channels on the wire by dividing the signals into three distinct bands,
as described in Table 11.4. The three channels are widely separated to minimize the possi-
bility of interference between the channels on one line and between the signals on different
lines. A single-carrier notation means that only one frequency band is used to carry either
an upstream or downstream channel.

TABLE 11.4 CAP Modulation Bands

Band Frequency Range Description

Voice channel 0-4 kHz POTS voice traffic
Upstream channel 25-160 kHz Upstream data traffic
Downstream channel 240-1.5 MHz Downstream data traffic

The actual width of the downstream
channel (the upper frequency) varies and
depends on a number of conditions, such
as line length or line noise.

DMT Modulation DMT modulation is standardized with the American National Stan-
dards Institute (ANSI) and ITU—ITU 992.1 (G.dmt), I[TU 992.2 (G.lite), and ANSI T1.413
Issue 2. DMT is the prevailing modulation technique used in modern ADSL deployments.
As with CAP, the DMT modulation technique divides the signals on the wire into separate
channels. The main difference is that DMT does not use only two fairly wide channels for
upstream and downstream data traffic. With DMT, the frequency band is divided into 256
separate 4-kHz-wide channels. Channels 6 to 38 are duplex and used for both upstream
and downstream data traffic, channels 39 and onward are used only for downstream data
traffic. To compensate for noise on a certain channel, the system constantly monitors each
channel. With channel quality decreasing, the system adjusts the number of bits per channel
or if the quality is too impaired, the signal is shifted to another channel. This system con-
stantly shifts signals among different channels, searching for the best channels for trans-
mission and reception.

Implementing DMT modulation is more complex in comparison to CAP modulation
since it uses a large number of channels. On the other hand, DMT modulation offers
more flexibility when traversing lines of differing quality.
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Concept: G.lite

G.lite is a less complex version of the DMT standard. G.lite uses only half the subchan-
nels (128) and is thus also known as half-rate DMT. The lower number of channels also
determines a lower maximum downstream speed of 1.5 Mbps and a maximum upstream
speed of 640 kbps.

Placing Data on ADSL

Let’s look specifically at how data is carried from the DSL modem at the customer location,
through service provider network, to the Internet. Remember, DSL is really just a high-speed
Layer 1 transmission technology that works over copper wires. Here is the breakdown of
where and how the data is sent across the network. I use the OSI layers to describe each of the
steps in the process.

1. The DSL Layer 1 connection from the CPE is terminated at the DSLAM.

2. The DSLAM terminates the ADSL connections, and then switches the traffic over an
ATM network to an aggregation router. The data link layer protocol that is usually
used over DSL is ATM. A DSLAM is basically an ATM switch containing DSL inter-
face cards (ATU-Cs).

3. The aggregation router is the Layer 3 device where an IP connection from a customer
terminates.

The actual IP packets have to be encapsulated in some way to be carried over the
ATM and DSL physical connections. There are three typical approaches to encapsulating
the packets:

= RFC 1483/2684 Bridged
= PPP over Ethernet (PPPoE)
= PPP over ATM (PPPoA)

RFC 1483 Bridging

RFC 1483 bridging was the first round of the implementation process. The ADSL modem
(CPE) simply bridges the Ethernet frame from the customer PC to the aggregation router
where Integrated Routing and Bridging (IRB) is used to provide connectivity to the IP
network (probably the Internet) beyond. RFC 1483 bridging has security and scalability
issues. These issues made using it unpopular for deploying as a full architecture. PPPoE and
PPPoA are more scalable and provide added authentication, making them more secure if
more complex to implement.

PPP over Ethernet

RFC 1483 bridging is not scalable because the service provider could not control the num-
ber of clients that are connected to the network. Basically, they didn’t want to support a
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bunch of nonpaying clients. Here is where the security part comes in to play; there is no
way to authenticate a user if their data is allowed to just pass onto the network. PPP over
Ethernet (PPPoE) was developed to resolve the security and authentication issues.

So, with PPPoE, the CPE still bridges Ethernet frames from the end user PC to the pro-
vider’s aggregation router over ATM. Only now, the Ethernet frame carries a PPP frame
inside it. The benefit to using PPP is the inclusion of an authentication mechanism and a
way to control the session establishment.

The PPP session is established between the customer device and the aggregation router.

The customer device must have PPPoE client support. Either an end user computer with PPPoE
client software or a CPE router configured as a PPPoE client can be the PPPoE client. The CPE
configuration varies based on whether the setup includes a modem or not. In Figure 11.6, 1
show you the three possible configurations. The figure also shows you the network from the
CPE device to the service provider. The network connections from the DSLAM through

the service provider network are often fiber optic trunks. In the figure, you can see this as

an optical carrier 3 (OC3) connection.

FIGURE 11.6 PPPoE Client Configurations
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In the PPPoE architecture, the PPPoE client connects to the ADSL service. The PPPoE
client first encapsulates the end user data into a PPP frame, and then the PPP frame is fur-
ther encapsulated inside an Ethernet frame. The IP address allocation process for the PPPoE
client is same as PPP in dial mode.

1. The PPPoE client and the PPPoE server enter into IP Control Protocol (IPCP) negotiation
to allocate the IP address.

2. Either Password Authentication Protocol (PAP) or Challenge Handshake Authentication
Protocol (CHAP) is used to authenticate the client.
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The aggregation router can use either a local database or a RADIUS (authentication, autho-
rization, and accounting—A A A) server to authenticate users.

The PPPoE client functionality is available as a software PPPoE client application on the
end user PC. This way PPPoE provides the ability to connect a host over a simple bridging
CPE to an aggregation router. In this model, a host uses its own PPP stack and the user is
presented with a familiar user interface (using the PPPoE client software) similar to estab-
lishing a dial-up connection. Unlike PPPoA, access control, billing, and type of service can
be controlled on a per-user, rather than a per-site, basis.

Three options are available for deploying PPPoE with DSL. They vary in terms of the
equipment used, DSL termination, and the means for making PPPoE functionality available.

Router with Internal Modem and PPPoE Client A router with an internal modem and
an internally configured PPPoE client terminates DSL line and establishes PPPoE session.
Use this option when supporting PPPoE client software is undesirable. The router can be a
DHCP server that deploys Network Address Translation (NAT) and Port Address Transla-
tion (PAT) to connect multiple users behind the service provider using a single ADSL con-
nection and a single PPP username and password.

External Modem and Router with PPPoE Client An external modem terminates DSL line
and a router with an internally configured PPPoE client establishes PPPoE session. A router
can act as a DHCP server and provide NAT and PAT functionality

External Modem with End User PC and PPPoE Client Software An external modem
is used to terminate DSL line. An end user PC with PPPoE client software establishes a
PPPoE session.

Establishing a PPPoE Session

PPP usually works over a point-to-point connection only. For PPP over an Ethernet multi-
access environment, additional enhancements were needed. PPPoE has two distinct stages:

=  Discovery stage
= PPP session stage

When a PPPoE client initiates a PPPoE session, it must first perform discovery to deter-
mine which PPPoE server can meet the client request. Then, the host must identify the Eth-
ernet MAC address of the peer and establish a PPPoE session ID. Although PPP defines a
peer-to-peer relationship, discovery is inherently a client-server relationship. In the discovery
process, the PPPoE client discovers an aggregation router (the PPPoE server). Depending on
the network topology, more than one PPPoE server might be available to the PPPoE client.
The discovery stage allows the PPPoE client to discover all PPPoE servers and then select
one. The process is the same whether the PPPoE client is configured on a router or installed
as software on an end user computer.

Here is the discovery stage process:

1. The PPPoE client broadcasts a PPPoE Active Discovery Initiation (PADI) packet con-
taining an indication of the service type required. The destination MAC address for the
packet is set to broadcast.
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2. The PPPoE server (aggregation router) sends a PPPoE Active Discovery Offer (PADO)
packet describing the service it can offer. The destination MAC address is the unicast
address of the client (end-user computer or router).

3. The PPPoE client sends a unicast PPPoE Active Discovery Request (PADR) packet to
the PPPoE server.

4. The PPPoE server sends a unicast PPPoE Active Discovery Session-Confirmation
(PADS) packet to the client.

When discovery is completed successfully, both the PPPoE client and the selected PPPoE
server have the information they need to build their point-to-point connection over the
Ethernet. After the PPPoE session begins, PPP uses the normal Link Control Protocol (LCP)
and Network Control Program (NCP) for the IPCP process.

At any time after a session has been established, a PPPoE Active Discovery Terminate
(PADT) packet can be sent to terminate the session. Either the PPPoE client or the PPPoE
server can terminate the session.

Negotiating an MRU

As specified in RFC 2516, the maximum receive unit (MRU) option must not be negotiated
to a size larger than 1,492 bytes. Remember that Ethernet has a maximum payload size of
1,500 octets. The PPPoE header uses 6 octets and the PPP protocol ID is 2 octets, so the
PPP maximum transmission unit (MTU) must not be greater than1,492 bytes (1,500 - 8 =
1,492 bytes).

PPP over ATM

Unlike RFC 1483 bridging and PPPoE, where the CPE is set up as a bridge, bridging the
Ethernet frames from the end user’s computer to the aggregator router, PPPoA is a routed
solution.

With PPPoA, the CPE routes the packets from the end user’s computer over ATM to an
aggregation router. The PPP session is established between the CPE and the aggregation
router. Unlike PPPoE, PPPoA does not require host-based (PPPoE client) software. The
aggregation router terminates the PPP session from the CPE. The CPE can be configured
as a DHCP server and use NAT and PAT to support multiple hosts connected via Ethernet
behind the CPE.

With PPPoA, a PPP session is established between the CPE and the aggregation router,
as follows.

1. The CPE device is configured with a PPP username and password for authentication to
the aggregation router.
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2. The aggregation router uses either a local database or a RADIUS (AAA) server to
authenticate users. The PPPoA session authentication can be based on PAP or CHAP.

3. After the PPP username and password have been authenticated, IPCP negotiation takes
place and an IP address is assigned to the CPE.

4. After the IP address has been assigned, a host route is established both on the CPE and the
aggregation router. The aggregation router must assign only one IP address to the CPE.

Configuring the CPE as a PPPoE Client

Let’s look at the way you configure a customer router behind a DSL modem. Figure 11.7
shows a sample network. This type of configuration was popular a few years ago. Many
consumer routers (such as the Linksys router) still can be configured for PPPoE.

@ Real World Scenario

Setting Up a SOHO Network for FutureTech’s Star Programmer

Sarah can make a computer do things that make most folk’s head spin. She’s friendly, easy-
going and, in 10 years at FutureTech, she’s never missed a deadline. When Sarah developed
severe allergies to the industrial cleaners used in the Dallas headquarters, she offered to
resign. Rather than lose her skills, you have been asked set up a SOHO network for her. You
will, of course, be using a full enterprise grade Cisco ISR router that will allow you to connect
and manage the network from the corporate office. The router will allow you to connect the
multiple computers and provide all of the services Sarah needs to work from home.

FIGURE 11.7 Router as PPPoE Client with DSL Modem
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Using PPP over Ethernet (PPPoE) DSL configuration steps in addition to the dial-on-
demand routing (DDR) derived commands, here is the process:

1. Configure the outside Ethernet interface with a PPPoE client configuration.

2. Create and configure the dialer interface for PPPoE with a negotiated IP address and a
maximum transmission unit (MTU) size of 1,492.

3. Configure Port Address Translation (PAT) to allow the sharing of the dynamic public
IP address of the dialer interface.

Configure the router as a DHCP server for the end user PCs behind it.

5. Configure a static default route.

)/ Prior to Cisco 10S software Release 12.2(13)T, you had to configure a
A&’TE PPPoE Virtual Private Dialup Network (VPDN) group before you could
begin the process described above. The VPDN group was only required
for PPPoE, not for PPPoA.

Configuring the Outside Ethernet Interface
Because the SOHO configuration is behind a DSL modem, you need to configure two
Ethernet interfaces on the router. The outside interface will act as the client for the PPP
sessions. The inside interface will be configured with network services (DHCP and NAT)
to provide the inside hosts with connectivity.

The first step in the process then is to configure the outside interface, in my example that
is Fast Ethernet 0/1 (Fa0/1). I go through again step by step each of the configurations.

RmtWrkRtrl(config)#interface fa 0/1
RmtWrkRtrl(config-if)#pppoe enable

The interface command moves you to the correct Ethernet interface (in this case Fa0/1).
The pppoe enable command enables PPPoE on the interface.

RmtWrkRtrl(config-if)#pppoe-client dial-pool-number 1

The pppoe-client command binds the interface to the dialer pool, which will ultimately
bind the dialer interface together with the physical interface. This establishes the encapsula-
tion for being a PPPoE client.

Configuring the Dialer Interface

RmtWrkRtrl(config)#interface dialer 1

The interface dialer command creates the virtual dialer interface. In this case, I have
created interface 1. (I could have used zero or some other number.)
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This command comes from the days of demand-dial routing. Engineers had to find ways
to make connections to different places with different configurations using the same hard-
ware (usually the same physical interface). The problem with a setup like that was, if you put
the configuration required to make a specific connection on the physical interface, then you
couldn’t automatically swap the connection to different configurations without going on the
interface and changing the settings. Dialer interfaces were created to solve the problem.

A dialer interface provides a virtual interface that you can configure for a specific con-
nection. The virtual dialer interface is then associated with a dialer pool, which just holds
and makes resources available. The resources in this case are the physical interfaces.

Concept: Dialer List

A dialer list contains information that allows DDR to identify interesting traffic based on
a specific call or destination and provide routing to the correct dialer interface based on
available physical resources.

Many people experienced with DDR configurations wonder how dialer lists affect DSL.
They don’t. Since DSL is always on, there is no need for a list to specify interesting traffic
for a specific call or destination.

When there is traffic to be sent, it is routed to the appropriate dialer interface. Once
the dialer interface has traffic to send, the dialer pool binds the dialer interface to a physi-
cal interface where the configurations from the virtual interface would be temporarily
used on the physical interface. Once the data is sent, the binding is removed and no con-
figuration is left on the physical interface. When another dialer interface has data to send,
its configuration would in turn be bound the physical interface and the traffic sent with
that configuration.

RmtWrkRtrl(config-if)#encapsulation ppp

If you’ve worked with networks at all, you’ve used the encapsulation command. In this
case, you will use the command to change the encapsulation on the interface to ppp.

RmtWrkRtrl(config-if)#ip address negotiated

The ip address command is a familiar command, as well. The negotiated option tells
the interface to get an IP address from another device. In this case, the IP address will be
negotiated through PPP, specifically IPCP.

RmtWrkRtrl(config-if)#no cdp enable

The no cdp enable command is an optional command, but it is a recommended security
configuration. You won’t want to send unnecessary traffic out to the service provider or
valuable CDP data out to the Internet.

RmtWrkRtrl(config-if)#dialer pool 1
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The dialer pool command associates the dialer interface to the proper dialer pool. Again,
the dialer pool is the virtual entity that binds the dialer interface to the physical interface.

RmtWrkRtrl(config-if)#ip mtu 1492

The ip mtu command reduces the maximum size of the frame that can leave the interface.
This is necessary because you are encapsulating a PPP frame into another frame type (in this
case another Ethernet frame). You must reduce the size to 1492 because the PPPoE header and
the PPP encapsulation require 8 bytes.

There is an alternative way to configure the MTU. I'll tell you about that later in this
chapter.

RmtWrkRtrl(config-if)#ppp authentication chap callin

The ppp authentication command enables authentication for the connection.

The chap option specifies the use of authentication using CHAP; the other option is
PAP. Remember, PAP has serious security issues, does not encrypt or hash the password
text, and only authenticates the session at the beginning. PAP is vulnerable to man-in-the-
middle attacks.

The callin option restricts the access server and only allows a session to be authenticated
if the remote device being configured (this router in this configuration) initiates the call.

P a mix of uppercase, lowercase, numerals, and special characters. | don’t
know what the maximum number of characters is, but I've had a router
accept over 30 characters, including symbols and punctuation marks!

a/ Effective CHAP passwords contain at least eight characters and include

RmtWrkRtrl(config-if)#ppp chap password a;Cd12#4

Configuring NAT Overload (PAT)

Port address translation by any other name...you get the idea. Cisco dubbed PAT “NAT
Overload.” Begin by specifying the interesting source traffic.

RmtWrkRtrl(config)#access-Tist 110 permit ip 192.168.10.0 0.0.0.255 any

In NAT (and many other) configurations, the access-Tist command is used to specify
interesting traffic, traffic that is to be sent through the NAT process and translated. Next,
enable PAT.

RmtWrkRtrl(config)#ip nat inside source 1list 110 interface dialer 1 overload

The ip nat command enables the use of NAT for dynamic translation of one set of
addresses into another set of addresses. Typically, it’s used for private-to-public address
translation.
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The inside source option gives the NAT process the direction of translation. In this
case, the source traffic will be coming from the interface configured with the ip nat
inside command.

The 1ist Tist-number option attaches an already configured access-Tist to the process
and identifies authorized source traffic.

The overload option specifies that PAT should used to modify the transport layer port
numbers so that each host session can be uniquely identified.

Once NAT is enabled on an interface, you can configure that interface. Use the interface
command to move between interfaces and then use nat inside and nat outside to specify
the inside and outside interfaces.

RmtWrkRtrl(config)#interface fa0/0

The interface command simply moves you to the configuration mode for the specified
interface.

RmtWrkRtrl(config-if)#ip nat inside

The ip nat inside command tells the NAT process which interface is the inside interface.
This is used by the ip nat command to specify the direction of translation.

RmtWrkRtrl(config-if)#interface dialer 1
Again, the interface command moves you to the specified interface.
RmtWrkRtrl(config-if)#ip nat outside

The ip nat outside command tells the NAT process which interface is the outside
interface. Just like the ip nat inside command told the process which interface was the
inside interface. This is used by the ip nat command to specify the direction of translation.

Configuring an Inside Ethernet Interface as a DHCP Server

Using the IOS, you can configure any router to be a fully functioning DHCP server. The router
can then assign and manage IP addresses for DHCP clients. This is done by creating and
assigning options to DHCP pools. More configurations are available (boottp options, DNS

or WINS servers, DHCP relay, and the like), but those are beyond the scope of this book. For
now, let’s just get your DHCP server configured. Begin by creating a new DHCP pool.

RmtWrkRtrl(config)#ip dhcp pool RmtWrk_dhcp

The ip dhcp pool command creates a new DHCP pool where the options can be config-
ured and a database of the addresses be maintained. RmtWrk_dhcp is the name that I assigned
to this new pool.

RmtWrkRtrl(dhcp-config)#import all

The import all command allows this instance of DHCP to pull options from another
centrally configured DHCP server. It is a great enhancement to the DHCP server process.
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For example, with import all in place, you can update the options DNS and WINS in one
place and all your pools will be updated.

In this specific example, import all allows the new server to pull the options from
DHCP server connected to the outside interface you specified earlier. Now you don’t have
to configure the options yourself. If the service provider changes the configuration on the
server connected to your outside interface, your servers will be updated automatically.

RmtWrkRtrl(dhcp-config)#network 192.168.10.0 255.255.255.0

The network command allows you to set the set the subnet (range of addresses) that will
be available to be assigned to individual clients.

RmtWrkRtrl(dhcp-config)#default-router 192.168.10.1

The default-router command notifies DHCP of the address assigned to the interface
you wish clients to use as the default gateway. This allows the clients to direct their traffic
toward the router.

RmtWrkRtrl(config)#ip dhcp excluded-address 192.168.10.1

The ip dhcp excluded-address command tells the router which IP addresses not to
give out to clients. Be sure to exclude the router’s own address and any other addresses that
you statically configured. This prevents IP conflicts.

Configure Static Default Route

RmtWrkRtrl(config)#ip route 0.0.0.0 0.0.0.0 dialer 1

This ip route command functions like any other default static route. In this case, you
are just telling the router that all of the traffic needs to go toward the outbound interface to
the service provider. This prevents your router from having to know any routing information
for external networks.

Entire PPPoE Configuration

The entire configuration would look like this as a sample.

host RmtWrkRtrl

!

ip dhcp pool RmtWrk_dhcp

import all

network 192.168.10.0 255.255.255.0
default-router 192.168.10.1

!

ip dhcp excluded-address 192.168.10.1
!

interface fa0/0
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ip address 192.168.10.1 255.255.255.0
ip nat inside

!

interface fa0/1

no ip address

pppoe enable

pppoe-client dial-pool-number 1

|

interface dialer 1

ip address negotiated

encapsulation ppp

no cdp enable

dialer pool 1

ip mtu 1492

ip nat outside

ppp authentication chap callin

ppp chap password abcdl234

|

access-1list 110 permit ip 192.168.10.0 0.0.0.255 any
ip nat inside source 1list 110 interface dialer 1 overload
|

ip route 0.0.0.0 0.0.0.0 dialer 1

Configuring the CPE with PPPoE and an ATM Interface

It is also possible to configure the customer router to act as a PPPoE client, but not have

a DSL modem. You can use PPPoE to bridge through an ATM interface and onto the net-
work. This would mean that the phone line would connect right into the customer router.
To accomplish this, the router must have an ATM 0 interface; the RJ-11 jack allows you to
plug the phone line directly into the CPE. Now, in this configuration, the router is still a
PPPoE client and still bridges the local packets onto the provider network.

The biggest difference between this configuration and a configuration that uses Ethernet
inside and out is that outside interface is an ATM interface. So, let’s take a look at the con-
figurations you’ll need set on the ATM interface now. The current Cisco documentation rec-
ommends using a very simple ATM outside interface configuration, as follows.

RmtWrkRtrl(config)#interface atm 0
RmtWrkRtrl(config-if)#ds1 operating-mode auto
RmtWrkRtrl(config-if)#pvc 8/35
RmtWrkRtrl(config-if)#pppoe-client dial-pool-number 1
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The inside configuration is the same as the PPPoE configuration I described for you
above. Seems simple enough, doesn’t it? But I can’t tell you how many very discouraged
people have called me to ask advice when they couldn’t get the ATM interface up using
that minimum configuration.

Here is another configuration I've found useful when configuring PPPoE with an ATM
interface. And this one works!

RmtWrkRtrl(config)#interface atm 0
RmtWrkRtrl(config-if)#bundle-enable
RmtWrkRtrl(config-if)#ds1 operating-mode auto
RmtWrkRtrl(config-if)#interface atm0.1 point-to-point
RmtWrkRtrl(config-if)#no ip directed-broadcast
RmtWrkRtrl(config-if)#no atm 1ilmi-keepalive
RmtWrkRtrl(config-if)#pvc 0/35
RmtWrkRtrl(config-if)#pppoe-client dial-pool-number 1

? Notice that, in these PPPoE over ATM configurations, | used two different

OTE permanent virtual circuit (PVC) number sets to indicate the virtual path/
virtual circuit (vpi/vci). The two that you saw in the code listings are the
two that service providers generally use . Make sure you verify the PVC
settings your provider is using.

Configuring the CPE as a PPPoA Client

With PPPoA, a CPE device encapsulates the PPP session for transport across the network to
the DSLAM. PPPoA is often used in SOHO and branch office environments. It can provide
more flexibility for a home office than the average PPPoE deployment because the customer
LAN behind the CPE is under the complete control of the customer. The customer router
acts like a router as opposed to a bridge for PPPoE. You can see what I mean in Figure 11.8.

FIGURE 11.8 PPPoA Router Setup
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When you configure PPPoA, a logical interface known as a virtual access interface
associates each PPP connection with an ATM virtual circuit (VC). You create this logical
interface by configuring either an ATM permanent VC (PVC) or switched VC (SVC). The
configuration is similar to the one you created for the PPPoE connection with an ATM
interface. The difference is that this configuration encapsulates each PPP connection in a
separate PVC or SVC, allowing each PPP connection to terminate at the router ATM inter-
face, just as if received from a typical PPP serial interface.

Concept: Virtual Interface Templates

If you need to configure multiple VCs, | recommend that you create a virtual interface
template (virtual template). With a virtual template in place, the virtual access interface
for each VC obtains its configuration from the template as it is created. Virtual templates
are great time savers and help prevent misconfigurations. For more information about
creating virtual templates, see http://www.cisco.com.

Now I am going to show you the configuration steps for configuring the ATM interface
for PPPoA. As you begin, only difference between this configuration and the PPPoE over
ATM configuration is that now you will use the PVC mode.

RmtWrkRtrl(config)#interface atm 0
RmtWrkRtrl(config-if)#ds1 operating-mode auto
RmtWrkRtrl(config-if)#pvc vpi/vci

Notice now you are in the ATM VC mode. From ATM VC mode you can configure the
virtual interface for the ATM connection. First, set the encapsulation command. For DSL
using PPPoA, the encapsulation is AALS in MUX mode. The other option, ppp dialer,
sets the interface to receive PPP frames.

RmtWrkRtrl(config-atm-vc)#encapsulation aal5Smux ppp dialer

Now, assign the interface to an appropriate dialer pool. For this exercise, I have made it
a member of dialer pool 1.

RmtWrkRtrl(config-atm-vc)#dialer pool-member 1
Here is a sample of what the entire configuration would look like.

host RmtWrkRtrl

!

ip dhcp pool RmtWrk_dhcp

import all

network 192.168.10.0 255.255.255.0
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default-router 192.168.10.1

!

ip dhcp excluded-address 192.168.10.1
|

interface ATM 0

no ip address

dsT1 operating-mode auto

pvc 8/35

encapsulation aalS5mux ppp dialer
dialer pool-member 1

!

interface fa0/0

ip address 192.168.10.1 255.255.255.0
ip nat inside

!

interface dialer 1

ip address negotiated

encapsulation ppp

no cdp enable

dialer pool 1

ip nat outside

ppp authentication chap callin

ppp chap password abcdl234

|

access-1ist 110 permit ip 192.168.10.0 0.0.0.255 any
ip nat inside source 1list 110 interface dialer 1 overload

ip route 0.0.0.0 0.0.0.0 dialer 1

Once you have configured the router for PPPoA, the PPP subsystem starts and the router
attempts to send a PPP configure request to the remote peer. If the peer does not respond,
the router periodically goes into a listen state and waits for a configuration request from the
peer. After a timeout, the router again attempts to reach the remote router by sending con-
figuration requests.

The virtual access interface remains associated with a VC as long as the VC is config-
ured. If you remove the configuration of the VC, the virtual access interface is marked as
deleted. If you shut down the associated ATM interface, you will also cause the virtual
access interface to be marked as down, and you will bring down the PPP connection.

If you set a keepalive timer for the virtual template on the interface, the virtual access
interface uses the PPP echo mechanism to verify the existence of the remote peer.
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Minimizing Dropped Packets

Now, you’ll remember that you configured the MTU on the dialer to account for the space
needed for additional PPPoE encapsulation. But, it is still possible that client traffic could
be dropped—even after you configured the MTU.

When a host initiates a TCP session with a destination device, it negotiates the IP segment
size by using the Maximum Segment Size (MSS) option field in the TCP SYN packet. The
value of the MSS Field is determined by the maximum transmission unit (MTU) configura-
tion on the host. The default MSS value for a PC is 1,500 bytes.

The PPPoE standard supports an MTU of only 1,492 bytes. The disparity between the
host and PPPoE MTU size can cause the router between the host and the server to drop
1,500-byte packets and terminate TCP sessions over the PPPoE network. Even if the path
MTU (which detects the correct MTU across the path) is enabled on the host, sessions may
be dropped because system administrators sometimes disable the Internet Control Message
Protocol (ICMP) error messages that must be relayed from the host in order for path MTU
to work.

You can configure the ip tcp adjust-mss command and help prevent TCP sessions
from being dropped by adjusting the MSS value of the TCP SYN packets. This command
can only be used in IOS versions 12.2(4) and later. If you have an IOS earlier than that, try
using the ip adjust-mss command. If that doesn’t work, upgrade your 1OS or change up
the router.

The ip tcp adjust-mss command is effective only for TCP connections passing
through the router.

In most cases, the optimum value for the max-segment-size argument is 1,452 bytes.
This value plus the 20-byte IP header, the 20-byte TCP header, and the 8-byte PPPoE
header add up to a 1,500-byte packet that matches the MTU size for the Ethernet link.

If you are configuring the ip mtu command on the same interface as the ip tcp
adjust-mss command, it is recommend that you use the following commands and values:

RmtWrkRtrl(config-if)#ip tcp adjust-mss 1452
RmtWrkRtrl(config-if)#ip mtu 1492

If that still doesn’t work, you could try to change the MTU size on your host PC machines.
(Some client machines do not allow you to change this value.) This would have to be done
on every PC. Here are the steps for changing the MTU for a Windows 2000 or Windows XP
PC. There is a tool you can download to help you change the registry values.

Complete these steps to change the MTU size.

1. Download the latest version of the Dr. TCP utility from http://www.ds1reports.com/
drtcp.

Refresh your browser page to ensure the page is current.
Run the Dr. TCP utility.

From the menu choose your Ethernet adapter.
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5. Type 1492 in the MTU field.
6. Click Apply in order to save the change, and then click Exit.
7. Reboot the PPPoE PC client.

The registry change is saved when the procedure finishes, so you need to run the utility
only once per client.

Enterprise WAN

When you start to think about connecting your remote sites, you need to consider the dif-
ferent topologies that can be used. The best topology is a full mesh topology because it pro-
vides optimal routing. The full mesh topology provides a dedicated virtual circuit between
any two customer edge (CE) routers in the network. The biggest problem with the full mesh
solution is that with a large number of virtual links expense can get very high.

For a less expensive solution, customers may choose to use a partial mesh topology or a
hub-and-spoke topology. The problem then becomes routing; it is no longer optimal. The
partial mesh topology reduces the number of virtual circuits; usually this minimum number
is just enough to provide optimal transport between major sites.

The hub-and-spoke topology provides the most drastic reduction of virtual circuits; it
is usually defines by having many sites (spokes) connected only to the central site (or sites)
or hub (or hubs), with no direct connectivity between the spokes. To prevent single points
of failure, the hub-and-spoke topology is sometimes extended to a redundant hub-and-
spoke topology.

Multi-protocol Label Switching Virtual Private Network (MPLS VPN) topology provides
optimal routing between sites and customers need only one connection to the MPLS VPN
service provider. From the service provider’s point of view, MPLS gives the most flexibility
and enables the providers to offer more services to their customers.

MPLS

On a traditional IP network, routing lookups are performed at every router a packet
passes through. Each router in the network makes an independent decision when forward-
ing packets.

MPLS helps reduce the number of routing lookups and can forward based on criteria
other than the default destination network. This capability eliminates the need to run a
particular routing protocol on all the devices. To accomplish this, MPLS imposes labels;
each packet gets an additional header. The labels are simply numbers that are used to make
forwarding decisions. They are assigned on the edge of the MPLS of the network, and for-
warding within the MPLS network is based on solely labels.
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Labels usually correspond to a path to Layer 3 destination addresses; this is the
equivalent of an IP destination in standard routing. Labels can be stacked to include
other information, such as:

= A Layer 3 VPN destination (MPLS VPN)

= A Layer 2 circuit

= An outgoing interface on the egress router, Any Transport over MPLS (AToM)
= Quality of Service (QoS)

= A source address

MPLS was designed to support forwarding of other network layer protocols, not just TCP/
IP. Label switching within the network is performed the same regardless of the Layer 3 pro-
tocol. In larger networks, the result of MPLS labeling is that only the edge routers perform a
routing lookup. All the core routers forward packets based on the labels, which makes for-
warding the packets through the service provider network faster.

Switching Types

MPLS is, at heart, a switching process. The whole idea was to have the performance of a
switching process (very fast simple lookup), but the forwarding sophistication of a routing
process (forwarding based on something other than just the next hop). In order to help you
truly understand what MPLS does, let’s look at the different switching types that have been
supported by Cisco routers over the years.

= Process switching
= Cache switching

= Cisco Express Forwarding (CEF)

Process Switching

The first, oldest and slowest switching mechanism available in Cisco routers is process
switching. Process switching must perform a destination lookup in the routing table (pos-
sibly a recursive lookup) and build a new Layer 2 frame header for every single packet. It is
very slow and is normally not used.

Cache Switching

Due to the fact that process switching has such slow performance, another solution was
needed. The Cisco IOS supports several switching mechanisms that use a cache; the cache
stores the most recently routed destinations. The cache uses a faster searching mechanism
and stores the entire Layer 2 frame header to improve the encapsulation performance. If the
destination for the first packet in a session isn’t in the fast-switching cache, then it is process
switched and an entry is created in the cache. The subsequent packets are switched at the
interface, using interrupt code and the cache to improve performance. Dubbed “route one,
switch many,” the first packet is routed through the router’s central processor and the rout-
ing table; the remaining packets in the session are switched in hardware using the cache.



MPLS 415

Take a look at what happens when a packet must be forwarded using process switching.
Then I’ll show you the steps for Cisco Express Forwarding (CEF).

When a routing update (whatever the routing protocol) is received and processed, an
entry is created in the routing table, if the route is selected as the best route. When the first
packet that is traveling toward this destination arrives, the router tries to find the destina-
tion in the fast-switching cache. Of course, it’s not there yet, so the packet must be switched
through the process-switching mechanism.

1. A recursive lookup is performed to find the outgoing interface.

2. If the Layer 2 address is not found in the ARP cache an Address Resolution Proto-
col (ARP) request is triggered. For example, if the destination device is in network
192.168.10.0/24, the next-hop to reach that network according to the routing protocol
is 1.1.1.1, and to reach network 1.1.1.0/24, the outgoing interface is Fast Ethernet 0/0.

3. The entry is placed in the fast-switching cache, so that the following packets don’t have
to be process switched.

From then on, all of the packets going to that destination are fast-switched using the
cache entry. The fast-switched process looks like this:

1. The switching occurs in the interrupt code; the packet is processed immediately.
2. Fast destination lookup is performed (no recursive lookup).

3. The encapsulation uses a pregenerated Layer 2 header that contains the destination and
Layer 2 source (MAC) address. No ARP request or ARP cache lookup is necessary.

Cisco Express Forwarding

The latest and preferred Cisco I0OS switching mechanism is CEF, which incorporates the
best of the previous switching mechanisms:

= Per-packet load balancing (previously supported only by process switching)
= Per-source or per-destination load balancing

= Fast destination lookup

= Many other features not supported by other switching mechanisms.

The CEF cache, or Forwarding Information Base (FIB) table, is essentially a replacement
for the standard routing table. The FIB table is a complete IP switching table, which holds
the same information as the IP routing table. When you think about this table, think of it
just like the routing table; it has the same authority.

The generation of entries in the FIB table is not packet triggered but change triggered.
Whenever something changes in the IP routing table, that change is automatically reflected
in the FIB table. This gives a major benefit that all of the updates and destinations are in
the FIB table.

Because the FIB contains the complete IP switching table, the router makes definitive
forwarding decisions based on that information. Whenever a router receives a packet that
should be CEF switched, but the destination is not in the FIB, the packet is dropped. The
FIB can drop packets if there is no entry just as with the routing table.
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The FIB table is different from other fast-switching caches in that it does not contain
information about the outgoing interface and the corresponding Layer 2 header. That infor-
mation is stored in a separate table, the adjacency table. The FIB table is, more or less, a
copy of the ARP cache, but instead of holding only destination MAC addresses, it holds the
Layer 2 headers.

Router Architecture

In order for MPLS to support multiple protocols, the classic router architecture was separated
Into two components:

= Control plane

= Data plane

Control Plane The control plane takes care of the routing information exchange and the
label exchange between adjacent devices.

Data Plane The data plane takes care of forwarding based on either destination addresses
or labels; this is also known as the forwarding plane.

Figure 11.9 shows you a logical diagram of how these components fit together in a router.

FIGURE 11.9 Router Architecture

LSR

Control Plane

Exchange of
Routing Information

I Routing Protocol |

!

A

| IP Routing Table |
Exchange [ i
of Labels | e |

Data Plane v

Incoming [
Labeled Packets [ LA

_ Outgoing
~ Labeled Packets

Control Plane

All of the different routing protocols you’ve studied so far, including OSPF, IIGRP, EIGRP,
IS-1S, RIP, and BGP, can be used as the basis for the MPLS forwarding domain.
The control plane also holds label-swapping protocols for MPLS, such as:

= Label Distribution Protocol (LDP)
= Tag Distribution Protocol (TDP)
- BGP (used by MPLS VPN)
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Resource Reservation Protocol (RSVP) is used by MPLS Traffic Engineering (MPLS TE)
to reserve resources (bandwidth) in the network. I describe how the label exchange process
works in detail a little later in this chapter.

Data Plane

The data plane, however, is a simple label-based forwarding engine that is independent of
the type of routing protocol or label exchange protocol. In this situation, the label-swapping
process is very similar to the more familiar routing process. You will remember that the pro-
cess of routing a packet through a router doesn’t hinge on the routing protocol that is run-
ning. The router must already have all the routing information in the table so that a packet
can be forwarded.

Forwarding a packet using labels is the same; the label information must already be in the
table in order the packet to be forwarded as a labeled packet. The Label Forwarding Informa-
tion Base (LFIB) table is used to store the label information that the forwarding engine uses
to forward packets. The LFIB table is populated by the label exchange protocol (LDP, BGP,
and/or RSVP) used.

There’s a huge difference that you must remember, though; the LFIB typically does not have
the authority to drop packets. If there is not a next hop label in the LFIB table then the packet
will be forwarded as a normal IP packet using the FIB table. Again, remember the FIB table is
a more efficient copy of the routing table, and it does have the authority to drop packets.

Using Labels in MPLS

One of the great design ideas behind MPLS made it compatible with virtually any media
(cable type) and Layer 2 encapsulation. Most Layer 2 encapsulations are frame based (such
as with Ethernet), and MPLS simply shoves (imposes) a 32-bit label between the Layer 2
and Layer 3 headers. This label, often called the Layer 2 HF header, specifically describes
the operation of frame mode MPLS. Figure 11.10 shows the placement of the header
between the normal Layer 2 and 3 headers.

ATM is a special case because the technology requires a fixed-length cell (cell is similar
in idea to a frame). Since the cell is fixed, a label cannot be inserted into it. MPLS uses the
VPI/VCI fields in the ATM header as a label. You call this cell mode MPLS.

An MPLS label is composed of four separate fields and has a total size of 32 bits. The
four fields the label (in order of appearance) are described in Table 11.5 and shown in
Figure 11.11.

TABLE 11.5 MPLS Label Fields

Field Size (bits) Description

Label 20 The 20-bit label field is the actual label. Values 0 to
15 are reserved for specific MPLS functions.

EXP 3 The 3-bit EXP field is used by Cisco to define a
class of service (CoS) (IP precedence).
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TABLE 11.5 MPLS Label Fields (continued)

Field Size (bits) Description

Bottom-of-stack (S) 1 When set (1), the S bit indicates that this label is
the last label in the packet, the bottom of the stack.
Remember that MPLS allows multiple labels to be
inserted.

TTL 8 The 8-bit TTL field serves the same purpose as the
TTL field in the IP header.

FIGURE 11.10 MPLS Label Placement
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The MPLS label does not carry any information about the Layer 3 protocol in the
packet. A new protocol ID (PID) is used for every MPLS-enabled Layer 3 protocol. This
is because the device reading the frame coming in uses the PID to know which protocol is
being used and to determine what kind of data follows the frame header. Since an MPLS
header comes before the IP header, it has to be indentified that way.

Table 11.6 lists the typical Ethertype values that are used to identify Layer 3 protocols in
most Layer 2 encapsulations.
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TABLE 11.6 MPLSPID Values

Protocol PID Value Description

Unlabeled IP unicast 0x0800 Identifies the frame payload as a classic unicast
IP packet.

Labeled IP unicast 0x8847 Identifies that the frame payload is a unicast

IP packet with at least one label preceding the IP
header. The bottom-of-stack bit indicates when
the IP header actually starts.

Labeled IP multicast 0x8848 Identifies that the frame payload is a multicast
IP packet with at least one label preceding the IP
header. The bottom-of-stack bit indicates when the
IP header actually starts.

Most of the time, only one label is assigned to a packet. However, as I mentioned before,
there are some scenarios in which more than one label is used. Multiple labels are commonly
used in conjunction with:

=  MPLS VPNs
= MPLSTE
=  MPLS VPNs combined with MPLS TE

MPLS VPNs Multi-protocol BGP (MP-BGP) is used to propagate a second label that
identifies the VPN in addition to the one that is propagated by LDP to identify the path.

MPLS TE MPLS TE uses RSVP to establish Label Switched Path (LSP) tunnels. RSVP
propagates labels that are used to identify the tunnel LSP in addition to the one that is propa-
gated by LDP to identify the underlying LSP.

MPLS VPNs Combined with MPLS TE Three or more labels are used to identify the
VPN, tunnel LSP, and the underlying LSP.

Figure 11.12 shows an example of a stacked MPLS label.

FIGURE 11.12 Stacked MPLS Label
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Concept: LSR and Edge LSR

Before | get much further into how MPLS works, | want to introduce you to another
couple of terms.

] Label Switch Router (LSR)
= EdgelSR

An LSR is a device that forwards packets primarily based on labels. Routers that have all
interfaces enabled for MPLS are called LSRs because they mostly forward labeled pack-
ets. The primary function of an LSR is to forward labeled packets. Therefore, every LSR
needs a Layer 3 routing protocol (for example, OSPF, EIGRP, or IS-IS) and a label distribu-
tion protocol (for example, LDP).

An edge LSR is a device that primarily labels outgoing packets or removes labels from

incoming packets. Routers that have some interfaces that are not enabled for MPLS are
usually at the edge of an MPLS domain—autonomous system (AS). These routers also

forward packets based on IP destination addresses and label them only if the outgoing

interface is enabled for MPLS.

Label Allocation and Distribution

The steps that follow outline the process for unicast IP routing and MPLS label allocation

and distribution.

1. Individual LSRs independently learn network routing information using standard or
vendor-specific IGP, such as OSPF, IS-IS, or EIGRP.

2. FEach LSR generates local labels. One locally unique label is assigned to each IP destina-
tion found in the routing table. The local labels are stored in the LIB table.

3. Each LSR then propagates the local labels to adjacent routers. These labels might be
used as next-hop labels. They are stored in the FIB and LFIB tables to enable label
switching.

4. Every LSR builds its LIB, LFIB, and FIB data tables based on received labels.

Building the Routing and FIB Tables

I am going to take you through a practical example of how labels are generated and distrib-
uted between all of the routers in a MPLS network. First, these data tables contain the label
information:

Label Information Base The LIB, in the control plane, is the table used by Label Distribu-
tion Protocol (LDP) where an IP prefix is assigned a locally significant label that is mapped
to a next-hop label that has been learned from a downstream neighbor.
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Label Forwarding Information Base The LFIB, in the data plane, is the table used to
forward labeled packets. Local labels, previously advertised to upstream (upstream means
toward the destination) neighbors, are mapped to next-hop labels, previously received
from downstream (downstream then means the opposite toward the source of the traffic)
neighbors.

Forwarding Information Base The FIB, in the data plane, is the table used to forward
unlabeled IP packets. A forwarded packet is labeled if a next-hop label is available for a
specific destination IP network. Otherwise, a forwarded packet is not labeled.

Not all enterprises would use something like MPLS within its network. Given the size of
the FutureTech network, MPLS could be used in the core to provide the extra efficiency. How-
ever, the more likely setup is in the service provider network that the company is connected to.
In either case, at least for this basic example, the MPLS setup would work the same.

In Figure 11.13, you can see that four routers, named R1 through R4, are serving as the
MPLS network. R1 and R4 are edge LSRs; R2 and R3 are internal LSRs.

FIGURE 11.13 A Basic MPLS Network
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To begin, all of the routers exchange updates and build their routing tables. Now, as far
as MPLS is concerned, it doesn’t matter what routing protocol they are running. The routing
protocol is running and all of the routers have up-to-date routing tables.

The next step is to enable CEF so that the FIB table will be built. The command to
globally enable CEF on a router is ip cef from the global configuration mode. On many
of the newer router platforms this is done for you by default, but you should verify that it
is done using show ip cef. At this point, the FIB table is built.

Building the LIB Table

The next thing that must be done is to enable MPLS so that labels can be created for each
of the destination networks. All Cisco routers should have MPLS functionality enabled by
default. If for some reason MPLS is not enabled on your router, use the command mpls ip
from global configuration mode.

You then need to enable MPLS on each of the individual interfaces that you want in
the MPLS network. The command is actually the same for the interface as is was for the
router in global mode. From interface configuration mode, use mp1s ip. The LIB tables
will now be built for each of the routers and local labels assigned to each of the destination
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networks. Each router assigns its own label to every destination network. Since the label is
locally unique, it will only be of value to the local router and a specific, directly connected
neighbor; the label is only good in one direction to that specific neighbor.

If you look at Figure 11.14, you can see now I have added the table examples for the one
destination network, Network F. You can see the LIB was used to map the label to the IP
prefix of a network.

FIGURE 11.14 Building the LIB Tables

R1 R4 Network F
& &
FIB on R1
Network |Next-Hop| Label
F R2 -
R2 R3
LFIB on R2 LFIB on R3
Network | LSR Label Network| LSR Label
F Local 36 F Local 43

With MPLS enabled, you can now select a Label Distribution Protocol (LDP). You have
two options for a LDP; you can choose to run LDP or Tag Distribution Protocol (TDP). TDP
is a Cisco-proprietary protocol. To select TDP, you have to use mpls label protocol tdp
command, globally or per interface.

) The default MPLS label distribution protocol changed from TDP to LDP in
dTE

12.4 versions of the 10S. If no protocol is explicitly configured by the mp1s
Tabel protocol command, LDP is the default label distribution protocol.
LDP configuration commands are saved using the mpls 1ip form of the
command rather than the tag-switching form. Previously, commands
were saved using the tag-switching form of the command, for backward
compatibility.

Building the LFIB Table

Now that the LIB tables are built for each of the routers, it is the label distribution proto-
col’s responsibility to exchange each local router’s labels with their neighbor routers. Look
at Figure 11.15; you can see the LFIB table for R2. R2’s LFIB has the local label for net-
work F, but has an untagged forwarding action. The untagged status means that R2 has
not received a label for network F from its neighbor R3. Until R2 receives a label from R3,
packets destined for network F will be forwarded as IP packets.
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FIGURE 11.15 LFIB with an Untagged Value

R1 4 Network F

R
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R2 R3
'y 'y
LFIB on R2 LFIB on R3
Label | Action [Next-Hop Label | Action [Next-Hop
36 |untagged| RS3 43 |untagged| R4

Once the LDP has exchanged R3’s label between the routers, R2’s LFIB updates and it
can now forward data as labeled packets. You can see the update that was sent from R3 to
R2 using LDP in Figure 11.16.

FIGURE 11.16 LDP Label Update

R1 Network F

R4
(| \ ”?;l
/DP update
Ry LDP update R3
h

'y Uy
LFIB on R2 LFIB on R3
Label | Action [Next-Hop| | Label | Action [Next-Hop
36 43 R3 43 pop R4

Now, let’s look at how a packet would traverse the network from R1 to R4. Just
how will it be forwarded? Take a look at Figure 11.17; it shows the information in each
router’s tables.

Client to R1 to R2 When a packet comes into R1 destined for the MPLS network, R1
will look up the destination network in its FIB table. Since R1 received a label from R2, the
destination network is there with a label that allows the data to be forward with a label. R1
will then forward the packet labeled as 36, the label it received from R2.
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FIGURE 11.17 Forwarding a Packet through MPLS

R1 R4 Network F
FIB on R1 FIB on R4
Network [Next-Hop| Label Network | Next-Hop | Label
F R2 36 F Connected | -
R2 R3
'y Uy
LFIB on R2 LFIB on R3

Label | Action |Next-Hop| | Label | Action [Next-Hop
36 43 R3 43 pop R4

R2 to R3 When R2 receives the labeled packet, it knows to perform its lookup in the
LFIB table. The LFIB on R2 tells it to forward the packet labeled as 43, the label R2
learned from R3.

R3 to R4 When the labeled packet reaches R3, it looks up the label in its LFIB table where
it finds a pop label. The pop label tells R3 to remove the label and forward the packet as an
IP packet. R3’s LFIB contains the IP forwarding information. Now, when the packet reaches
R4, R4 looks the IP address up in its FIB table and forwards the packet to the connected
network F.

Concept: PHP

How did R3 get a pop label? What did it do? R3’s LFIB had a pop label because that is the
label that R4 sent it. R4 used a feature called Penultimate Hop Popping (PHP). By having
R3 remove the label and forward just an IP packet, you prevent R4 from having to per-
form two lookups. If R3 had forwarded a labeled packet, R4 would have done a lookup in
the LFIB found that it had no label to swap (the network is attached). R4 would then have
to do a separate lookup in the FIB table to forward the IP packet properly. With PHP, you
eliminated the need for R4 to have to perform two lookups!
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Summary

I know that chapter was long—and to think, you only had to go through a few of dozens

of possible remote and WAN connections that are available to you. I started you off taking
you through broadband cable connections. I showed you the frequency ranges that are used
and how the service providers break up and use that bandwidth. Then, you learned how the
topology of cable networks has changed to provide a better and higher bandwidth service
to customers.

Next, you learned that there are more flavors of DSL than one person should possibly
have to endure. I explained why and how the data channels were added to your phone
line, and which devices are required to make the connections happen. You learned which
devices and corrections have to be made in the phone company’s network to support data
channels. The last thing I showed you in the DSL section was how to configure you CPE
device for whichever type of DSL connection you may have. I covered PPPoE, the most
common type, and explained that the placement of that configuration depends on the loca-
tion of the PPP client and whether the customer has a DSL modem or not.

The final section in the chapter covered basic MPLS. You reviewed some basic switching
and routing functions that are required for MPLS operation. Then I described problems that
MPLS solves and how this is accomplished through the use of labels. I showed you the label
components and how to stack them to create so that MPLS VPNs. Then I took you through
the configuration of MPLS and showed how each of the tables are built and updated so that
proper label forwarding occurs throughout the network.
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Review Questions

1.  What benefit does using a broadband cable connection give a remote teleworker over dial-up?
A. Slower speed
B. More bandwidth
C. No benefit
D. Not on all the time

2. What does the term HFC stand for?
A. Hope for cable
B. High frame corruption
C. Hybrid fiber cable

D. Half frequency connection

3. What cable standard is used in North America?

A. NTSC
B. PAL

C. SECAM
D. DSL

4. How wide is the data channel used by cable providers?

A. 5 MHz
B. 6 MHz
C. 7Mhz
D. 8§ MHz

5. What is the most common flavor of DSL?

A. ADSL
B. HDSL
C. VDSL
D. SDSL

6. What flavor of DSL is commonly used as a replacement for standard leased T1 lines?
A. ADSL
B. HDSL
C. VDSL
D. SDSL
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What is the most common type of DSL implementation and encapsulation?
A. PPP

B. Bridging
C. PPPoE
D. PPPoA

Where is the MPLS label placed in a frame?

A. Layer 1%
B. Layer2!%
C. Layer 3%
D. Layer 4%

What is the EXP field in a MPLS label used for?
A. Future use

B. Label tag ID

C. QoS bits

D. Label number in stack

What does PHP prevent?
A. Triple lookups

B. Double lookups

C. Single lookups

D. All lookups
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Answers to Review Questions

. Broadband cable gives the user more bandwidth.
. HFC stands for hybrid fiber coax.

. The NTSC standard is used in North America.

. The channel is 6 MHz wide.

. The most common flavor is ADSL.

. HDSL is commonly used for T1 replacement.

0O = B w o= O =

. PPPoE is the most common type used.

® N @ o A W N

B. The MPLS label is placed between the Layer 2 and 3 headers, making it the
Layer 2! header.

9. C. The EXP field is used to carry QoS bits.

10. B. PHP prevents the last router from having to do a double lookup, one for the label and a
second for the IP destination.
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IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Explain the functions and operation of virtual private
networks

v Describe the components and operations of IPsec VPNs
and GRE tunnels

v' Configure a site-to-site IPsec VPN/GRE tunnel with SDM
(i.e., pre-shared key)

v Verify IPsec/GRE tunnel configurations (i.e., I0S CLI
configurations)

v Describe and configure Cisco Easy VPN solutions
using SDM



In this chapter, I introduce you to virtual private networks

: (VPNs) and to Cisco Easy VPN. I use the graphical tool, Cisco
BELESE Security Device Manager, to configure a site-to-site VPN and
a GRE tunnel. I also show you what a VPN configuration looks like from a command line
perspective. And last, I show you troubleshooting tips and information.

? For up-to-the-minute updates on this chapter, check out www. sybex.com/
OTE go/CiscoProGuidetoInternetworking or www.lammle.com.

Introduction to Virtual Private Networks

Virtual private network (VPN) is a term that is used frequently, but has different meanings,
depending on who you talk to and the context of your discussion. Let’s define what I mean
here when I discuss VPNs. When I say VPN, I am talking about a method for connecting
two disparate networks, generally over the Internet. Also, for the purposes of discussion,

I also assume that the sessions will be encrypted sessions. IPsec is the standard that you
will be using in this chapter. IPsec stands for IP Security and is based on a series of requests
for comments (RFCs) that were first issued during the mid-to-late 1990s. The information
gathered has been continually updated and is very much in use today. In most applications,
this protocol works hand in hand with Generic Routing Encapsulation (GRE) to overcome
some of the limitations of each protocol experiences on its own. But more about that later.

@ Real World Scenario

Securely Connecting to Remote Offices and B2B Partners

In this chapter, you will use Cisco Security Device Manager to set up a site-to-site VPN tun-
nel and a GRE tunnel. FutureTech maintains MPLS networks, with remote routers on each
side. They also maintain some VPN connections, since they have Internet connections, as
well. You will implement the VPN connection to Dubai for the purposes of sending sensitive
sales data from Dubai to headquarters.



www.sybex.com

Introduction to Virtual Private Networks 431

IPsec

Today’s IPsec is largely derived from the 1998 RFC 2401, which outlines an IPv4 imple-
mentation of IP Security. While a number of RFCs make up the suite as it is implemented,
the following list is generally used. This is not meant to be an exhaustive list, but those that
are typically used.

= Authentication Header (AH)

= Encapsulating Security Protocol (ESP)

= Internet Key Exchange (IKE)

= Internet Security Association and Key Management Protocol (ISAKMP)
= Hash Message Authentication Code (HMAC)

= Secure Hash Algorithm (SHA-1)

= Message Digest 5 (MDS)

= Triple Data Encryption Standard (3DES)

= Advanced Encryption Standard (AES)

Entire books could be written on IPsec—and have—so I’ll just try to convey a few of the
most important topics. For starters, let’s talk about where the primary IPsec protocols live.
By primary, I mean Authentication Header (AH) and Encapsulating Security Payload (ESP).
If you look at the IP header diagram shown in Figure 12.1, you can see the highlighted pro-
tocol field. This is typically where you might see ICMP or TCP.

FIGURE 12.1 IP Header

0 4 8 16 32
I I I I I
HLEN
Version (Header TOS Total Packet Length
Length)
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TTL Protocol Header Checksum
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Destination Address

IP Options (may or may not be present)

Payload (Data)
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But there are other options for this field and that’s where IPsec fits in. The more common
IP types are listed in Table 12.1.

TABLE 12.1 Common IP Types

Designation Type

ICMP Protocol Type 1
TCP Protocol Type 6
UDP Protocol Type 17
ESP Protocol Type 50
AH Protocol Type 51

Let me give you a bit of background on the last two, ESP and AH, because they are the
essence of IPsec.

Authentication Headers The IP Authentication Header (AH) protocol is used to provide
integrity and data origin authentication for IP datagrams in addition to optional, anti-
replay capability. The anti-replay protection is only available if the receiver has the ability
to perform a check on the sequence number (which was incremented by the sender). The
authentication header provides an authentication for those fields in the IP header that don’t
typically change. For example, the AH would not know what the time-to-live (TTL) field
would be when it arrives at the destination; therefore, that field would not be protected.

While there is still value in using the AH, there is a limitation of what can be done. The AH
can be used by itself, or in conjunction with ESP, which we will talk about next.

Encapsulating Security Payloads ESP can perform the same function as the AH, with the
differences being in the fields that can be protected. Specifically, using ESP in tunnel mode
can fully protect the entire IP header.

The Encapsulating Security Payload (ESP) is unique in that it is designed to work with both
IPv4 and IPv6. As mentioned earlier, it may be used in tandem with AH or deployed in a
stand-alone fashion. ESP is largely used in stand-alone mode in today’s IPsec VPN tunnels.
The reason is that ESP can provide multiple services with just a single protocol.

ESP can provide confidentiality using data encryption, authentication via a hash function,
and a form of anti-replay capability.

ESP provides two methods of operation, tunnel mode and transport mode. Remember that
I said that AH had some limitations? One of the ways that limitation is overcome with ESP
is using tunnel mode. In tunnel mode, the ESP header is placed just before a completely
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encapsulated (encrypted) IP header. In transport mode, however, the ESP header is inserted
after the IP header and before any upper layer protocol header. These modes are described
in more detail later in this chapter.

Although you can select encryption (confidentiality) without authentication, this leaves the
service open to certain vulnerabilities that would otherwise be closed if authentication were
selected. This is the reason that most ESP implementations make use of both services.

@ Real World Scenario

A GRE Tunnel for Voice Traffic

GRE tunnels can also be used when you need to connect offices, but not necessarily in

a secure fashion. Voice traffic for users who work away from the office commonly needs
this type of connection. Take a look at Figure 12.2. Here, FutureTech R&D engineers from
the Dallas office, on router RND1, are connected to sales support staff in the New York
office, on router MKT2. Now, let’s configure the GRE tunnel to show how their voice
traffic can tunnel across the MPLS cloud.

To configure a GRE tunnel on the source and destination routers and connect R&D to
sales support, the tasks are:

1. Create a tunnel interface.

2. Assign an IP address to the tunnel interface.

3. Configure source and destination tunnel IP addresses.
4. Configure the tunnel as GRE mode.
5

Bring up the tunnel.

FIGURE 12.2 FutureTech GRE Tunnel

Dallas R&D| GRE Tunnel | New York
| | Sales Support
MPLS
Cloud
RND1 MKT2

—_— —_

5 \T
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Generic Routing Encapsulation (GRE)

Generic Routing Encapsulation (GRE) is a way to tunnel IP traffic through another network.
Invented by Cisco, it later became a standard.

So, why am I discussing it here and what is the relevance with respect to VPNs? GRE
was once used as a way to connect like networks over a dissimilar network or series of
networks. In the same fashion as a VPN tunnel, a GRE tunnel can also be used across the
Internet to connect networks.

So, why not just use GRE tunnels instead of VPNs? GRE tunnels are not secure. That’s
why an encrypted tunnel, such as VPN, is more prevalently used.

Okay, so you’re still wondering why I am telling you about them. Today, GRE tunnels can
be used in conjunction with IPsec VPN to carry routing protocols that cannot be natively car-
ried over an IPsec VPN tunnel. This is the primary reason that you would want to do both.

Configuring a GRE Tunnel

So, let’s get started! I want to take you through the configurations for setting up a GRE
tunnel. First, you create a tunnel interface. It’s similar to creating any other virtual inter-
face, such as a loopback interface. Enter global configuration mode and perform the follow-
ing configuration entry:

RND1(config)# interface tunnel 0

Once you have a new Tunnel 0 interface, enter interface configuration mode (on the new
tunnel interface) and configure an IP address, just like any other interface.

RND1(config-if)#ip address 10.0.0.1 255.255.255.0

Go ahead and issue a no shutdown command so that the interface is ready for use. At
this point, you might take notice that the state of the interface is in an up-down state. Note
the following abbreviated output of a show ip interface brief command.

Tunnel0 10.0.1.1 YES manual up down

Next, you need to designate what the source and destination addresses will be. Again,
under the Tunnel 0 interface, here is how you configure the source address.

RND1#configure terminal
RND1(config)#interface tunnel0
RND1(config-if)#tunnel source 10.0.0.1

It might seem redundant, but basically you need to tell the interface that it is the source
address. While you are here, do the destination address as well. Here’s how.

RND1(config-if)#tunnel destination 10.0.1.1
Last, you need to specify that you want the tunnel to be a GRE tunnel.

RND1(config-if)#tunnel mode gre
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Of course, all of the commands you have used here need to be duplicated on the other
side of the tunnel on MKT2.

At this point, your interface should have come up and you should be able to ping
through from one end to the other.

VPN Operation

Now you know about the components of IPsec and types of VPN, so let’s jump into how it
all works. First, I discuss generic operation and then get more specifically into how it works
in the Cisco environment.

Obviously, you’ve read about a lot of different technology, but in order to make this a
little more palatable, I can generically describe IPsec in just a few tasks. So let’s summarize
what those tasks involve. Assuming you have an existing configuration:

1. An IPsec process is started when traffic that is defined as interesting matches an
existing policy.
The interesting traffic is usually defined in terms of a source IP host or network and a
destination IP host or network. This begins the IKE process.

2. IKE Phase 1 is initiated.

What happens here is that the peers are authenticated and the IKE Security Associations
(SAs) are negotiated. This, in turn, prepares for Phase 2 by setting up a secure channel.
Phase 1 has two distinct modes that it uses: main mode and aggressive mode. The pri-
mary difference is that aggressive mode is faster. However, that speed comes with a cost.
Aggressive mode is less secure because it uses only half of the key exchanges that main
mode requires and some of those exchanges reveal information in cleartext.

3. In Phase 2, IPsec SAs are negotiated.

At this point, you are able to transfer data. As long as data keeps flowing, the VPN will
stay up.

When a Tunnel Goes Down

One of two things is usually the cause when a tunnel goes down. Either the SA is deleted
or it times out because it has reached a previously configured timeout threshold.

Cisco-Specific Operation

Remember that I discussed interesting traffic in the first step for bringing up a VPN tunnel.
Let’s examine that from a Cisco perspective. If you have a Cisco router, you would have
defined a specific access list that would determine source and destination traffic and would
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match a specific policy. When you defined the crypto map policy, you assigned the access
list. Here’s an example of what that access list might look like.

access-1ist 100 permit ip 192.168.23.0 0.0.0.255 192.168.24.0 0.0.0.255
And here’s the entry in the crypto map that applies that access list.
match address 100

So, let’s move on to IKE Phase 1.

IKE Phase 1

Remember that I said the purpose of IKE Phase 1 is to authenticate the [PsecIPsec peers
and to set up a secure channel between the peers to enable IKE exchanges. The IKE param-
eters used are part of a policy. An example policy is shown below:

crypto isakmp policy 1
encr 3des
authentication pre-share
group 2

IKE Phase 2

During Phase 2, you have a protected IKE SA to use to negotiate an IPsec SA using parameters
that were provided in the configuration. Those configuration parameters are listed next:

crypto ipsec transform-set ESP-3DES-SHA esp-3des esp-sha-hmac
crypto map SDM_CMAP_1 1 ipsec-isakmp

description Tunnel t010.100.1.1

set peer 10.100.1.1

set transform-set ESP-3DES-SHA

match address 100

Summing It Up

I’ve already talked about matching the access list, which gives you the interesting traffic.
The only thing left is to send and receive data and to tear down the tunnel when finished
(timeout).

So let’s summarize the activity using Figure 12.3.

Configuring Site-to-Site VPN

Site-to-site VPN configuration is easily accomplished using the Cisco Security Device Man-
ager (SDM). Once I show you how easy it is, you will get a look at configuring site-to-site
VPN from a command line perspective as well.
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FIGURE 12.3 Cisco IPsec
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If IKE SA is established, negotiation of the IPSsec SA is carried out as specified in policy,
then packet is encrypted and transmitted.

SDM Configuration

The SDM really makes things easy as far as doing the configuration, but there are many
things to consider when you use SDM solely. So let’s jump in and get started.

SDM Home

Figure 12.4 shows the Home screen. The Home screen opens whenever you bring up the
SDM. If you’ve never used the SDM before, notice that you have a toolbar across the top

for the operation you’re going to perform and then within each menu item, you have choices
along the left side of the screen. Looking at the About Your Router tab, you can see the type
of router you’re working with. In this case, a Cisco 2811 router is being used. On the Con-
figuration Overview tab, you will find the number of interfaces on the router and their types,
as well as which interfaces are actually configured. On this tab, you can also get information
about the state of the firewall policies, VPNs, routing, intrusion prevention, interfaces and
connections, and the like.

The SDM Configure Tool

Now, let me introduce the Configure tool. When you click the Configure button, you will
notice the Tasks pane appears on the left side of the screen. Obviously, you want to choose
VPN button. Once the VPN task is selected, you see the screen shown in Figure 12.5.
Notice the way the configuration tasks are broken down by technologies.

The Site-to-Site VPN Wizard

Since you are going to build an IPsec site-to-site VPN, then choose Site to Site VPN
from the task tree, as shown in Figure 12.6. As you can see in Figure 12.6, this leads
you to a wizard that gives you a couple of options for the type of site-to-site VPN you’d
like to build.
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FIGURE 12.4 Cisco Router and Security Device Manager Home

FIGURE 12.5 Cisco Router and Security Device Manager Configure VPN Task
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FIGURE 12.6 Cisco Router and Security Device Manager Create Site to Site VPN Tab

e L — 1

Choosing the Site to Site VPN task from the task tree takes you to the screen shown in
Figure 12.7. Quick setup is the default option. Quick setup works well for this application,
so go ahead and choose it. When you want to manually configure all the options yourself,
choose Step by step wizard. From this screen, you can also view the default settings.

FIGURE 12.7 Cisco Router and Security Device Manager VPN Wizard
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Selecting the Next button takes you to the screen shown in Figure 12.8, where you have
a number of choices. Table 12.2 describes the options.

TABLE 12.2 VPN Connection Information Options

Option Setting

Interface Selection You can select which interface you want to you to terminate your
VPN tunnel. The drop-down menu is limited to those interfaces
that are configured and in an “up” status.

Peer Identity This option selects the peer type and this is where you enter the
remote peer IP address.

Authentication This option is where you select either pre-shared key or digital
certificate. For this exercise, select pre-shared key.

Traffic to Encrypt Select the interface you will use to originate VPN traffic and
which host/network will be passing through the VPN tunnel.

FIGURE 12.8 Cisco Router and Security Device Manager VPN Wizard Connection
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Figure 12.9 shows the choices I made. Notice that I used the Serial0/0/1 interface as the
local peer. This interface is the entry point into the MPLS cloud. The local Ethernet port,
FastEthernet0/0, is the point at which I chose to encrypt traffic locally destined for the
remote network.

FIGURE 12.9 Cisco Router and Security Device Manager VPN Wizard Connection
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Now that you’ve entered your connection information, click the Next button and take
a moment to review the summary page shown in Figure 12.10. Previously, I did not show
you a screenshot of the default policies and settings, but if I had, you would see something
similar to Figure 12.10.

When you click the Finish button, SDM sends the finished configuration to the router.
The information you entered through the wizard equates to 26 commands for the router, as
you can see in Figure 12.11.

And that’s the configuration using SDM. Depending on your situation, you may have to
configure a remote router as the other end of this VPN tunnel. But many times, the other
end of the VPN tunnel is a business partner where you have no control over the configura-
tion. That’s why I show you some troubleshooting later on—to see some of the issues that
come up when you deal with that kind of situation. In the next section, you explore what
those same commands look like in Cisco IOS command line on the router.
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FIGURE 12.10 Cisco Router and Security Device Manager VPN Wizard Summary of
the Configuration

FIGURE 12.11 Cisco Router and Security Device Manager VPN Wizard Connection
Information

Verify and Troubleshoot VPN

Now that you’ve configured a VPN using the SDM, let’s have a look at what the configura-
tions look like in IOS Command Line Interface (CLI). For the purposes of this exercise,
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I show you one end of the VPN tunnel that I configured. First, let’s look at the ISAKMP
policy that is shown below.

crypto isakmp policy 1
encr 3des
authentication pre-share
group 2

First, you can see that the wizard has created a policy with the numeric identifier of 1.
The identifier could be any number, but the first one configured through the SDM wizard
will be numbered 1. Next, the wizard specified 3DES as the encryption type. This is the
default and is what you’ll see if you don’t specify something else using the wizard. You
chose a pre-shared key for authentication. Last, the wizard specified group 2. This indi-
cates that Diffie-Hellman Group 2 is being used. Diffie-Hellman Group 2 is 1024 bits, as
opposed to the default, which is Diffie-Hellman Group 1 and 768 bits.

Moving right along, the next piece of the configuration is where you specified the pre-
shared key and the remote side peer that you need to match up to. The pre-shared key is
starred out, both here and when you used SDM as well. Note that pre-shared keys must
match on both ends of the tunnel.

crypto isakmp key #®¥¥#%k¥% gddress 10.100.1.1

Now, look at is the transform-set. The transform-set is where the wizard designated
the type of authentication and encryption you will be using. The transform-set can be
named virtually anything, but in this case, SDM named it esp-3des-sha. esp-3des-sha is
descriptive in that it tells us what is in the transform-set. If you are using one device to set
up VPN IPsec tunnels with multiple other sites, it is not uncommon to have multiple trans-
form-sets defined and sometimes defined by the site that uses them. Of course, you can use
any naming scheme you like. As I mentioned, in this case the transform-set defines 3DES as
the encryption scheme used and SHA-HMAC as the authentication used.

crypto ipsec transform-set ESP-3DES-SHA esp-3des esp-sha-hmac

Next, the wizard define the crypto map. The first line of the configuration defines the
type of crypto tunnel and names it. The name shown below in the configuration is the name
defined by the SDM. Notice the optional description field shown, where the SDM took the
remote IP and wrote a somewhat useful description. Next, the peer remote IP address was
set. Notice that if you don’t take the default, you can be more creative as to how the descrip-
tion is used. For instance, if FuturéTech was setting up a tunnel from the HQ to Chicago,
then you might call it TunneltoChicago or something like that.

The next line is used to determine which transform-set was actually used. Bear in mind,
you could have multiple tunnels on the same router and, therefore, potentially multiple
transform-sets. Last, the wizard specified your interesting traffic (the traffic that is allowed
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to traverse the tunnel) via an existing access list. I show the access list in a bit. In the crypto
map, the wizard used a match statement to specify the access list to use.

crypto map SDM_CMAP_1 1 ipsec-isakmp
description Tunnel t010.100.1.1

set peer 10.100.1.1

set transform-set ESP-3DES-SHA
match address 100

And now take a look at the access-11ist 100 that is used to show the local-to-remote
traffic that can traverse the tunnel.

access-1ist 100 permit ip 192.168.23.0 0.0.0.255 192.168.24.0 0.0.0.255

But hold on a minute! Is there something missing? What about the tunnel endpoint—
don’t we have to specify where the crypto map is applied? Indeed we do. If you will recall
in the crypto map above, it was named SDM_CMAP_1. The wizard used that name to apply
the crypto map to the appropriate interface, which in this case is Seria10/0/1.

interface Serial0/0/1

ip address 10.100.1.2 255.255.255.0
clock rate 2000000

crypto map SDM_CMAP_1

Okay, now you have seen a couple of things that the SDM can do for you. SDM auto-
mates a good bit of the work involved in creating an IPsec VPN. But you may want to use
command line in order to change the options that are available. The choice is up to you.

VPN Troubleshooting

As you might imagine, a number of issues can come up when trying to ascertain the
trouble when a VPN doesn’t work correctly. I cover a number of the commands used
when troubleshooting.

Checking the Crypto Map

To verify the crypto map, use a show command. (You can also show the running configura-
tion.) Looking at your RND1 router, issue the show crypto map command.

RND1#show crypto map

Crypto Map "SDM_CMAP_1" 1 ipsec-isakmp

Description: Tunnel t010.100.1.1

Peer = 10.100.1.1

Extended IP access Tist 100

access-1ist 100 permit ip 192.168.23.0 0.0.0.255 192.168.24.0 0.0.0.255
Current peer: 10.100.1.1

Security association lifetime: 4608000 kilobytes/3600 seconds
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PFS (Y/N): N

Transform sets={

ESP-3DES-SHA,

}

Interfaces using crypto map SDM_CMAP_1:
Serial0n/0/1

The result tells you everything about the crypto map that is contained in the running
configuration.

Checking Security Associations

Now let’s move on to some other show commands. When using the command line interface,
one of the primary ways to see what is happening with the VPN tunnel is to look at the
ISAKMP security associations or SAs. See the below output from issuing the show crypto
isakmp sa command. Note the state of MM_NO_STATE. This is not the normal state of a func-
tioning VPN tunnel. The normal state is QU_IDLE.

RND1#show crypto isakmp sa
dst src state conn-id slot status
10.100.1.1 10.100.1.2 MM_NO_STATE 1 0 ACTIVE

So let’s explore this particular issue in depth. The usual issues that cause an MM_NO_
STATE message are that the pre-shared keys don’t match or that the interesting traffic
doesn’t match on both sides.

Besides doing a comparison of configurations, you will find that debug commands are
your best friend. So, let’s take a look at the issue at hand and try to do some troubleshooting
using the debug commands.

First, turn on the crypto ipsec and isakmp debugs.

RND1#debug crypto isakmp
Crypto ISAKMP debugging is on
RND1#debug crypto ipsec
Crypto IPSEC debugging is on

To verify which debugging you have turned on, issue the show debug command, as
shown in the code that follows.

RND1#show debug

Cryptographic Subsystem:
Crypto ISAKMP debugging is on
Crypto IPSEC debugging is on

Now that you have verified that debugging turned on, let’s get into some troubleshooting.
I’ve noted that there is an MM_NO_STATE in the state field, so I will be looking for some debug
output that will give me an idea of the cause of the problem.
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Let’s assume the SA has completely timed out and there’s nothing displayed when you do
a show crypto ipsec sa command.

Now, source a ping command from one end of the tunnel to the other and watch what is
displayed from a debug perspective.

*Nov 4 01:11:52.127: ISAKMP: New peer created peer = 0x45CE4878 peer_handle =
0x80000002

*Nov 4 01:11:52.127: ISAKMP: Locking peer struct Ox45CE4878, IKE refcount 1 for
isakmp_initiator

*Nov 4 01:11:52.127: ISAKMP: Tlocal port 500, remote port 500
*Nov 4 01:11:52.127: ISAKMP: set new node 0 to QM_IDLE
*Nov 4 01:11:52.127: dinsert sa successfully sa = 44FACE7C

*Nov 4 01:11:52.127: ISAKMP:(0:0:N/A:0):Can not start Aggressive mode, trying
Main mode.

*Nov 4 01:11:52.127: ISAKMP:(0:0:N/A:0):found peer pre-shared key matching
10.100.1.2

*Nov 4 01:11:52.127: ISAKMP:(0:0:N/A:0): constructed NAT-T vendor-07 ID

*Nov 4 01:11:52.127: ISAKMP:(0:0:N/A:0): constructed NAT-T vendor-03 ID

*Nov 4 01:11:52.127: ISAKMP:(0:0:N/A:0): constructed NAT-T vendor-02 ID

*Nov 4 01:11:52.127: ISAKMP:(0:0:N/A:0):Input = IKE_MESG_FROM_IPSEC, IKE_SA_REQ_MM
*Nov 4 01:11:52.131: ISAKMP:(0:0:N/A:0):01d State = IKE_READY New State = IKE_I_MM1
*Nov 4 01:11:52.131: ISAKMP:(0:0:N/A:0): beginning Main Mode exchange

*Nov 4 01:11:52.131: ISAKMP:(0:0:N/A:0): sending packet to 10.100.1.2 my_port
500 peer_port 500 (I) MM_NO_STATE

*Nov 4 01:11:52.179: ISAKMP (0:0): received packet from 10.100.1.2 dport 500
sport 500 Global (I) MM_NO_STATE

*Nov 4 01.:11:52.183: ISAKMP:(0:0:N/A:0):Input = IKE_MESG_FROM_PEER, IKE_MM_EXCH
*Nov 4 01:11:52.183: ISAKMP:(0:0:N/A:0):01d State = IKE_I_MM1 New State = IKE_I_MM2
*Nov 4 01:11:52.183: ISAKMP:(0:0:N/A:0): processing SA payload. message ID = 0
*Nov 4 01:11:52.183: ISAKMP:(0:0:N/A:0): processing vendor id payload

*Nov 4 01:11:52.183: ISAKMP:(0:0:N/A:0): vendor ID seems Unity/DPD but major 245
mismatch

*Nov 4 01:11:52.183: ISAKMP (0:0): vendor ID is NAT-T v7

*Nov 4 01:11:52.183: ISAKMP:(0:0:N/A:0):found peer pre-shared key matching
10.100.1.2

*Nov 4 01:11:52.183: ISAKMP:(0:0:N/A:0): local preshared key found
*Nov 4 01:11:52.183: ISAKMP : Scanning profiles for xauth .

*Nov 4 01:11:52.183: ISAKMP:(0:0:N/A:0):Checking ISAKMP transform 1 against
priority 1 policy

*Nov 4 01:11:52.183: ISAKMP: encryption 3DES-CBC
*Nov 4 01:11:52.183: ISAKMP: hash SHA

*Nov 4 01:11:52.183: ISAKMP: default group 2
*Nov 4 01:11:52.183: ISAKMP: auth pre-share
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*Nov 4
*Nov 4
*Nov 4
*Nov 4

01:11:
01:11:
01:11:
01:11:
01:11:

mismatch

*Nov 4
*Nov 4

01:11:
01:11:

MAIN_MODE

*Nov 4
*“Nov 4

01:11:
01:11:

52
52
52
52
52

52
52

52.

52

50peer_port 500

*Nov 4 01:11:52.

COMPLETE

*Nov 4
*Nov 4

500 sport
01:11:
01:11:
01:11:
01:11:
01:11:

*Nov 4
*Nov 4
*Nov 4
*Nov 4
*Nov 4

10.100.

*Nov 4
*Nov 4
*Nov 4
*Nov 4
*Nov 4
*Nov 4
*Nov 4
*Nov 4

01:11:52.

01:11:52.283:
500 Global

.283:

283:
.283:
327:
327:

1.2

01:11:
01:11:
01:11:
01:11:
01:11:
01:11:
01:11:
01:11:

MAIN_MODE

*Nov 4
*Nov 4
*Nov 4

01:11:
01:11:
01:11:

52

52.

52

52.
52.

52.
52.
52.
52.
52.
52.
52.
52.

52.

52
52

.183:
.183:
.183:
.223:
.223:

.223:
.223:

223:
.223:
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ISAKMP: Tife type in seconds

ISAKMP: T1ife duration (VPI) of 0Ox0 Ox1 Ox51 0x80
ISAKMP:(0:0:N/A:0):atts are acceptable. Next payload is 0
ISAKMP:(0:1:SW:1): processing vendor id payload
ISAKMP:(0:1:SW:1): vendor ID seems Unity/DPD but major 245

ISAKMP (0:134217729): vendor ID is NAT-T v7
ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_

ISAKMP: (0:1:SW:1):07d State = IKE_I_MM2 New State = IKE_I_MM2

ISAKMP:(0:1:SW:1): sending packet to 10.100.1.2 my_port
MM_SA_SETUP

2.23: ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_

223:

331:
331:
331:
331:
331:
331:
331:
331:

331:
.331:
.331:

ISAKMP: (0:1:SW:1):01d State = IKE_I_MM2 New State = IKE_I_MM3

ISAKMP (0:134217729): received packet from 10.100.1.2 dport
(I) MM_SA_SETUP

ISAKMP:(0:1:SW:1):Input = IKE_MESG_FROM_PEER, IKE_MM_EXCH
ISAKMP:(0:1:SW:1):01d State = IKE_I_MM3 New State = IKE_I_MW4
ISAKMP:(0:1:SW:1): processing KE payload. message ID = 0
ISAKMP:(0:1:SW:1): processing NONCE payload. message ID =0
ISAKMP:(0:1:SW:1):found peer pre-shared key matching

ISAKMP:(0:1:SW:1):SKEYID state generated
ISAKMP:(0:1:SW:1): processing vendor id payload
ISAKMP:(0:1:SW:1): vendor ID is Unity

ISAKMP:(0:1:SW:1): processing vendor id payload
ISAKMP:(0:1:SW:1): vendor ID is DPD

ISAKMP:(0:1:SW:1): processing vendor 1id payload
ISAKMP:(0:1:SW:1): speaking to another IOS box!
ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_

ISAKMP:(0:1:SW:1):01d State = IKE_I_MM4 New State = IKE_I_MM4
ISAKMP:(0:1:SW:1):Send initial contact
ISAKMP:(0:1:SW:1):SA is doing pre-shared key authentication

using id type ID_IPV4_ADDR
*Nov 4 01:11:52.331: ISAKMP (0:134217729): ID payload

next-payload : 8
type : 1

address : 10.100.1.1
protocol : 17

port : 500
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Tength : 12
*Nov 4 01:11:52.331: ISAKMP:(0:1:SW.:1):Total payload length: 12

*Nov 4 01:11:52.335: ISAKMP:(0:1:SW:1): sending packet to 10.100.1.2 my_port 500
peer_port 500 (I) MM_KEY_EXCH

*Nov 4 01:11:52.335: ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_
COMPLETE

*Nov 4 01:11:52.335: ISAKMP:(0:1:SW:1):01d State = IKE_I_MM4 New State = IKE_I_MM5

*Nov 4 01:11:52.339: ISAKMP (0:134217729): received packet from 10.100.1.2 dport
500 sport 500 Global (I) MM_KEY_EXCH

*Nov 4 01:11:52.339: ISAKMP (0:134217729): received packet from 10.100.1.2 dport
500 sport 500 Global (I) MM_KEY_EXCH

*Nov 4 01:11:52.339: ISAKMP (0:134217729): received packet from 10.100.1.2 dport
500 sport 500 Global (I) MM_KEY_EXCH

*Nov 4 01:11:52.343: ISAKMP (0:134217729): received packet from 10.100.1.2 dport
500 sport 500 Global (I) MM_KEY_EXCH

*Nov 4 01:11:52.343: ISAKMP (0:134217729): received packet from 10.100.1.2 dport
500 sport 500 Global (I) MM_KEY_EXCH

*Nov 4 01:11:52.343: ISAKMP: Info Notify message requeue retry counter exceeded
sa request from 10.100.1.2 to 10.100.1.1 .

Success rate is 0 percent (0/5)

RND1#

Okay, it certainly looks like a bunch of gobbledegook, doesn’t it? I'm not going to go
through it line by line, but let me point out a couple of key things. One, take a look at some-
thing that shows that at least part of the debug is displaying correct behavior and that is the
line above that says atts are acceptable. If you look right above that line, you will see
the IKE (Cisco calls this ISAKMP) configuration. But let’s move toward the end of the debug
output and look where the problems are. Note the MM_KEY_EXCH entry that repeats itself many
times. Kind of looks familiar, doesn’t it? This indicates that the key exchange failed.

Let’s look at a different type of failure to see what changes. In this case, a fault condition
had been configured that prevented the VPN from coming up. Again, issue a ping from one
end of the tunnel and watch the debug output.

*Nov 4 03:17:42.355: IPSEC(sa_request): ,

(key eng. msg.) OUTBOUND local= 10.100.1.1, remote= 10.100.1.2,

Tocal_proxy= 192.168.23.0/255.255.255.0/0/0 (type=4),

remote_proxy= 192.168.24.0/255.255.255.0/0/0 (type=4),

protocol= ESP, transform= esp-3des esp-sha-hmac (Tunnel),

Tifedur= 3600s and 4608000kb,

spi= Ox5449DE2B(1414127147), conn_id= 0, keysize= 0, flags= 0x400A

*Nov 4 03:17:42.359: ISAKMP: received ke message (1/1)

*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0): SA request profile is (NULL)

*Nov 4 03:17:42.359: ISAKMP: Created a peer struct for 10.100.1.2, peer port 50 O
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*Nov 4 03:17:42.359: ISAKMP: New peer created peer = 0x45CECB28 peer_handle = 0
x80000006

*Nov 4 03:17:42.359: ISAKMP: Locking peer struct Ox45CECB28, IKE refcount 1 for
isakmp_initiator

*Nov 4 03:17:42.359: ISAKMP: Tlocal port 500, remote port 500

*Nov 4 03:17:42.359: ISAKMP: set new node 0 to QM_IDLE

*Nov 4 03:17:42.359: insert sa successfully sa = 44FACE7C

*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0):Can not start Aggressive mode, trying
Main mode.

*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0):found peer pre-shared key matching 10.1
00.1.2

*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0): constructed NAT-T vendor-07 ID

*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0): constructed NAT-T vendor-03 ID

*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0): constructed NAT-T vendor-02 ID

*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0):Input = IKE_MESG_FROM_IPSEC, IKE_SA_REQ MM
*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0):01d State = IKE_READY New State = IKE_I_MM1

*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0): beginning Main Mode exchange
*Nov 4 03:17:42.359: ISAKMP:(0:0:N/A:0): sending packet to 10.100.1.2 my_port
500 peer_port 500 (I) MM_NO_STATE
*Nov 4 03:17:42.411: ISAKMP (0:0): received packet from 10.100.1.2 dport 500
sport 500 Global (I) MM_NO_STATE
*Nov 4 03.:17:42.411: ISAKMP:(0:0:N/A:0):Input = IKE_MESG_FROM_PEER, IKE_MM_EXCH
*Nov 4 03:17:42.411: ISAKMP:(0:0:N/A:0):01d State = IKE_I_MM1 New State = IKE_I_MM2
*Nov 4 03:17:42.411: ISAKMP:(0:0:N/A:0): processing SA payload. message ID = 0
*Nov 4 03:17:42.411: ISAKMP:(0:0:N/A:0): processing vendor id payload
*Nov 4 03:17:42.411: ISAKMP:(0:0:N/A:0): vendor ID seems Unity/DPD but major
245 mismatch
*Nov 4 03:17:42.411: ISAKMP (0:0): vendor ID is NAT-T v7
*Nov 4 03:17:42.411: ISAKMP:(0:0:N/A:0):found peer pre-shared key matching
10.100.1.2
*Nov 4 03:17:42.411: ISAKMP:(0:0:N/A:0): local preshared key found
*Nov 4 03:17:42.411: ISAKMP : Scanning profiles for xauth .
*Nov 4 03:17:42.411: ISAKMP:(0:0:N/A:0):Checking ISAKMP transform 1 against
priority 1 policy
*Nov 4 03:17:42.411: ISAKMP: encryption 3DES-CBC

4 03:17:42.411: ISAKMP: hash SHA

4 03:17:42.411: ISAKMP: default group 2
*Nov 4 03:17:42.411: ISAKMP: auth pre-share

4 03:17:42.411: ISAKMP: Tife type in seconds

4 03:17:42.411: ISAKMP: Tife duration (VPI) of Ox0 Ox1 0x51 0x80
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*Nov 4 03:17:42.415:
*Nov 4 03:17:42.451:
*Nov 4 03:17:42.451:

mismatch

*Nov 4 03:17:42.451:
*Nov 4 03:17:42.451:

MAIN_MODE

*Nov 4 03:17:42.451:
*Nov 4 03:17:42.451:
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ISAKMP:(0:0:N/A:0):atts are acceptable. Next payload 1is 0
ISAKMP:(0:1:SW:1): processing vendor id payload
ISAKMP:(0:1:SW:1): vendor ID seems Unity/DPD but major 245

ISAKMP (0:134217729): vendor ID is NAT-T v7
ISAKMP: (0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_

ISAKMP:(0:1:SW:1):01d State = IKE_I_MM2 New State = IKE_I_MM2
ISAKMP:(0:1:SW:1): sending packet to 10.100.1.2 my_port

500 peer_port 500 (I) MM_SA_SETUP
*Nov 4 03:17:42.4.55: ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_

COMPLETE
*Nov 4 03:
*Nov 4 03:
dport 500
*Nov 4 03:
*Nov 4 03:
*Nov 4 03:
*Nov 4 03:
0
*Nov 4 03:
0.1.2
*Nov 4 03:
*Nov 4 03:
*Nov 4 03:
*Nov 4 03:
4 03:
4 03:
*Nov 4 03:

*Nov 4 03:
MAIN_MODE

*Nov 4 03:
*Nov 4 03:
*Nov 4 03:

*Nov
*Nov

17:42.
17:42
sport

17:42.

17:42.

17:42.
17:42.

17:42.

17:42.
17:42.
17:42.
17:42.
17:42.
17:42.
17:42.
17:42.

17:42.

17:42.
17:42.

455:
.511:

500

511:
511:
511:
555:

559:

559:
559:
559:
559:
559:
559:
559:
559:

559:
559:
559:

ISAKMP:(0:1:SW:1):01d State = IKE_I_MM2 New State = IKE_I_MM3
ISAKMP (0:134217729): received packet from 10.100.1.2
Global (I) MM_SA_SETUP
ISAKMP:(0:1:SW:1):Input = IKE_MESG_FROM_PEER, IKE_MM_EXCH
ISAKMP:(0:1:SW:1):01d State = IKE_I_MM3 New State = IKE_I_MM4
ISAKMP:(0:1:SW:1): processing KE payload. message ID = 0
ISAKMP:(0:1:SW:1): processing NONCE payload. message ID =

ISAKMP:(0:1:SW:1):found peer pre-shared key matching 10.10
ISAKMP:(0:1:SW:1):SKEYID state generated
ISAKMP:(0:1:SW:1): processing vendor id payload
ISAKMP:(0:1:SW:1): vendor ID is Unity

ISAKMP:(0:1:SW:1): processing vendor id payload
ISAKMP:(0:1:SW:1): vendor ID is DPD

ISAKMP:(0:1:SW:1): processing vendor id payload
ISAKMP:(0:1:SW:1): speaking to another IOS box!
ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_

ISAKMP:(0:1:SW:1):01d State = IKE_I_MM4 New State = IKE_I_MW4
ISAKMP:(0:1:SW:1):Send 1initial contact
ISAKMP:(0:1:SW:1):SA is doing pre-shared key authentication

using id type ID_IPV4_ADDR
*Nov 4 03:17:42.559: ISAKMP (0:134217729): ID payload

next-payload :

type : 1
address :
protocol

10.100.1.1
: 17

port : 500

8
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Tength : 12

*Nov 4 03:17:42.559: ISAKMP:(0:1:SW.:1):Total payload length: 12

*Nov 4 03:17:42.563: ISAKMP:(0:1:SW:1): sending packet to 10.100.1.2 my_port
500 peer_port 500 (I) MM_KEY_EXCH

*Nov 4 03:17:42.563: ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_
COMPLETE

*Nov 4 03:17:42.563: ISAKMP:(0:1:SW:1):01d State = IKE_I_MM4 New State = IKE_I_MM5
*Nov 4 03:17:42.571: ISAKMP (0:134217729): received packet from 10.100.1.2

dport 500 sport 500 Global (I) MM_KEY_EXCH

*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1): processing ID payload. message ID = 0
*Nov 4 03:17:42.575: ISAKMP (0:134217729): ID payload

next-payload : 8

type : 1

address : 10.100.1.2

protocol : 17

port : 500

Tength : 12

*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1):: peer matches *none* of the profiles
*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1): processing HASH payload. message ID = 0
*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1):SA authentication status: authenticated
*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1):SA has been authenticated with 10.100.1.

2

*Nov 4 03:17:42.575: ISAKMP: Trying to insert a peer 10.100.1.1/10.100.1.2/500/

, and inserted successfully 45CECB28.

*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1):Input = IKE_MESG_FROM_PEER, IKE_MM_EXCH
*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1):07d State = IKE_I_MM5 New State = IKE_I_MM6

*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_
MAIN_MODE

*Nov 4 03:17:42.575: ISAKMP:(0:1:SW:1):01d State = IKE_I_MM6 New State = IKE_I_MM6

*Nov 4 03:17:42.579: ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PROCESS_
COMPLETE

*Nov 4 03:17:42.579: ISAKMP:(0:1:SW:1):07d State = IKE_I_MM6 New State = IKE_P1_
COMPLETE

*Nov 4 03:17:42.579: ISAKMP:(0:1:SW:1):beginning Quic.k Mode exchange, M-ID of
-1948338380

*Nov 4 03:17:42.579: ISAKMP:(0:1:SW:1): sending packet to 10.100.1.2 my_port
500 peer_port 500 (I) QM_IDLE

*Nov 4 03:17:42.579: ISAKMP:(0:1:SW:1):Node -1948338380, Input = IKE_MESG_
INTERNAL, IKE_INIT_QM

*Nov 4 03:17:42.579: ISAKMP:(0:1:SW:1):01d State = IKE_QM_READY New State = IKE_
QVM_I_QmM1

*Nov 4 03:17:42.583: ISAKMP:(0:1:SW:1):Input = IKE_MESG_INTERNAL, IKE_PHASE1_
COMPLETE
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*Nov 4 03:17:42.583: ISAKMP:(0:1:SW:1):01d State = IKE_P1_COMPLETE New State =
IKE_P1_COMPLETE

*Nov 4 03:17:42.591: ISAKMP (0:134217729): received packet from 10.100.1.2
dport 500 sport 500 Global (I) QM_IDLE

*Nov 4 03:17:42.591: ISAKMP: set new node -614552533 to QVM_IDLE

*Nov 4 03:17:42.591: ISAKMP:(0:1:SW:1): processing HASH payload. message ID = -
614552533

*Nov 4 03:17:42.591: ISAKMP:(0:1:SW:1): processing NOTIFY PROPOSAL_NOT_CHOSEN
protocol 3

spi 1414127147, message ID = -614552533, sa = 44FACE7C

*Nov 4 03:17:42.591: ISAKMP:(0:1:SW:1): deleting spi 1414127147 message ID =
-1948338380

*Nov 4 03:17:42.591: ISAKMP:(0:1:SW:1):deleting node -1948338380 error TRUE
reason "Delete Larval'

*Nov 4 03:17:42.591: ISAKMP:(0:1:SW:1):deleting node -614552533 error FALSE
reason "Informational (in) state 1"

*Nov 4 03:17:42.591: ISAKMP:(0:1:SW:1):Input = IKE_MESG_FROM_PEER, IKE_INFO_NOTIFY

*Nov 4 03:17:42.591: ISAKMP:(0:1:SW:1):01d State = IKE_P1_COMPLETE New State =
IKE_P1_COMPLETE

Success rate is 0 percent (0/5)

Once again, you see the atts are acceptable message, meaning that you matched an
IKE policy. But a couple of things don’t look right later on.

The first thing that looks wrong is peer matches *none* of the profiles line. Okay,
you have an issue there. The other thing is a little later in the debug that says PROPSAL NOT
CHOSEN. This would lead us to believe that something didn’t match when an IPsec SA was
set up. Often when you are setting up a VPN tunnel with a third party, you don’t necessarily
have access to the other side of the tunnel. Recognize the problem in the future when you run
into it.

You have covered just a couple of the potential issues that could come up when trouble-
shooting a site-to-site VPN. There are many others to deal with. One of the best ways to
help troubleshoot is to turn on debug, as [ illustrated. If you see an error message that you
aren’t familiar with, check the Cisco Web site under Support and see if you can find out
what that exact error message means. Set up a few of these tunnels and, over time, you will
become very acquainted with specific issues.

Cisco Easy VPN

Because doing VPNs requires a great deal of coordination and expertise, Cisco saw the
need for a method of reducing a good bit of the administrative burden in configuring
VPNs. Enter Cisco Easy VPN.
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Cisco Easy VPN has a number of benefits over manual configuration.
= Centralized control over security policy
= Reduced dependence on remote access equipment
= No need for client PC software installations
= VPN configurations held on central server
=  Dynamic end user administration

Let’s talk a little about the architecture of Cisco Easy VPN. It resembles a typical client-
server application; however, the server in this case can be any number of network devices
such as a Cisco 10S router, Cisco PIX or ASA firewall, or VPN Concentrator. The client
can also be any of these devices, but also includes host workstations, such as those running
Windows, MacOS X, and Linux, for remote access applications. The key is that the devices
in question must support the Cisco Unity Client Protocol, which allows the majority of
VPN administration to be defined on the Cisco Easy VPN server.

Three types of operations are supported with Cisco Easy VPN.

Client Mode This is generally for remote access. NATs or Port Address Translations
(PATs) are in use here and this is similar to the Cisco VPN client in terms of functionality.

Network Extension Mode This configuration allows hosts at the remote end to have
routable addresses within the network.

Network Extension Plus Mode This is the same as network extension mode, except that
an additional IP is configured as a loopback address. This IP can then be used for trouble-
shooting or remote administration.

All three methods allow for split-tunneling, which means that users and devices
can reach all resources on the local subnet, in addition to being able to access network
resources on the other side of the VPN tunnel.

Configuring Cisco Easy VPN

Let’s now use the SDM to configure a Cisco Easy VPN. Once again, in Figure 12.12, you
see the familiar SDM Configure screen. In this case, you are going to configure the router
as an Easy VPN Server.

Notice that, in order to configure an Easy VPN Server, you must have AAA enabled. For
the purposes of this exercise, I have enabled AAA. I will tell you more about AAA in Chap-
ter 13, “Device Security.” So at this point, just be sure AAA is enabled and then click the
Launch Easy VPN Server Wizard button to start the process.

The splash screen shown in Figure 12.13 gives you a summary of what you’re going
to be configuring in the upcoming screens. Take a moment to review it and then click the
Next button.

Similar to what you did to configure a VPN tunnel, you must select the proper interface
to use for this VPN. In this case, as shown in Figure 12.14, use the FastEthernet0/0 inter-
face. Again, for Authentication, select Pre-Shared key and then click Next.
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FIGURE 12.12 Cisco Router and Security Device Manager Create Easy VPN Server Tab

T T T —

FIGURE 12.13 Cisco Router and Security Device Manager Create Easy VPN
Server Wizard
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FIGURE 12.14 Cisco Router and Security Device Manager Create Easy VPN Server
Interface and Authentication

The next screen defines what you'd like to configure as far as IKE proposals. In this case,
take the defaults: 3DES for encryption, SHA_1 as the hash, and pre-shared key as the type of
authentication, as shown in Figure 12.15.

FIGURE 12.15 Cisco Router and Security Device Manager Create Easy VPN IKE Proposals
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The next screen, shown in Figure 12.16, defines the Transform Set to be used. Just as
when you configured a site-to-site VPN, select the default setting, which is ESP-3DES for
encryption and ESP-SHA-HVMAC for ESP Integrity.

You might be noticing a pattern here—the SDM makes it very easy to configure and the
defaults mean that you don’t even have to specify anything. Just choose and go.

FIGURE 12.16 Cisco Router and Security Device Manager Create Easy VPN Server
Transform Set
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The next screen, shown in Figure 12.17, designates the group authorization and group
policy choices. This might seem familiar to you, if you’ve every configured a VPN concen-
trator. All of these choices must be configured, if you are setting up a VPN concentrator for
remote access. In similar fashion, you need to do the same here. Remember that you had to
turn on AAA services in order to get to this option. Here you choose whether to make use of
a local database on this server, use an existing or new RADIUS server, or use both services.
RADIUS stands for Remote Authentication Dial-In User Service. It evolved from the early
days of the Internet, when thousands of remote dial-in users were connecting. There had to
be a database of users that could be used to authenticate each connection. RADIUS served
that need. Today’s RADIUS is built into some operating systems and can be stand-alone
third-party services as well.

For the purposes of this exercise, select a local database, in order to keep this simple.
Also, assume that you don’t have an existing RADIUS server.

The Extended User Authentication or X Auth, is shown in Figure 12.18. For this exercise,
you will need to select Local Only authentication.
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FIGURE 12.17 Cisco Router and Security Device Manager Create Easy VPN Server
Group Authorization and Group Policy Lookup

FIGURE 12.18 Cisco Router and Security Device Manager Create Easy
VPN Server XAuth

457
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Group policies and group authorization settings are shown in Figure 12.19. Again,

this is largely used for remote users. Add a placeholder default group policy by selecting
the Add button.

FIGURE 12.19 Cisco Router and Security Device Manager Create Easy VPN Server
Group Authorization and User Group Policies
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Once you click the Add button from the previous screen, you will see the screen shown
in Figure 12.20. This screen has several tabs. The General tab gives you the opportunity to
make pre-shared keys and IP DHCP pool assignments. These are the kind of assignments
you need to make for VPN clients and other remote clients.

The DNS/WINS screen shown in Figure 12.21 is pretty self-explanatory. Here you can
enter DNS and WINS servers that you would like to make available to remote users.

The Split Tunneling tab of the Group Policy creation page is shown in Figure 12.22.
Split tunneling is important if you want to be able to access local resources at the same time
you are accessing the remote resources. To enable split tunneling, click the check box and
define the networks that you would like to be able to access locally.

Moving right along to the Client Settings tab, pictured in Figure 12.23, you can make
policy settings specifically for a client. You can configure the backup servers to be used in
the event the primary Easy VPN Server is unavailable. Next, if you enforce local firewalls
on the client, then select that option. The two local firewall options that are supported are
Zone Alarm and Black Ice.

Remember that you just had the option to configure split tunneling. Well, suppose you
just wanted the local network that a remote user was on. There is a check box here on this
screen that allows you to do just that, without configuring split tunneling explicitly. And
the last option on this screen is Perfect Forward Secrecy. Only configure this if you have
specified this at the server level.
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FIGURE 12.20 Cisco Router and Security Device Manager Create Easy VPN Server
Add Group Policy

FIGURE 12.21 Cisco Router and Security Device Manager Create Easy VPN Server
Add Group Policy DNS/WINS
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FIGURE 12.22 Cisco Router and Security Device Manager Create Easy VPN Server
Add Group Policy Split Tunneling

FIGURE 12.23 Cisco Router and Security Device Manager Create Easy VPN Server
Add Group Policy Client Settings
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The last tab on the Group Policy screen is for X Auth Options, shown in Figure 12.24.
The options here allow you to to lock users into certain groups and to save your password.

FIGURE 12.24 Cisco Router and Security Device Manager Create Easy VPN Server
Add Group Policy XAuth Options

Take a look at Figure 12.25. Notice that you have added your group policy. It shows up

in the policy window. Again, in this case, you have not specified any particular parameters
for your policy.

FIGURE 12.25 Cisco Router and Security Device Manager Create Easy VPN Server
Group Authorization and User Group Policies
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And last, as before, a summary list of the configuration, as shown in Figure 12.26, is
displayed. After completing the server portion, of course, you would have to do the remote

devices as well, by going back to the beginning and choosing the tree selection Easy VPN
Remote, instead of Easy VPN Server.

FIGURE 12.26 Cisco Router and Security Device Manager Create Easy VPN Server
Configuration Summary
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And once again, the wizard has delivered the commands to the router via SDM, as
shown in Figure 12.27.

FIGURE 12.27 Cisco Router and Security Device Manager Create Easy VPN Server
Commands Delivery Status
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If you click the OK button from the delivery screen, you are taken back to the Easy VPN
Server Edit tab shown in Figure 12.28. You can now see the Easy VPN Server that you have
just configured. At this point, you have the option to add another one, edit the existing one,
or delete it.

FIGURE 12.28 Cisco Router and Security Device Manager Create Easy VPN Server
Edit Tab
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Redundant Connections and Equipment

VPN are starting to become mission critical in today’s business world. For that reason, it is
important to cover a few of the techniques and technology used to keep those connections
available at all times.

The concept of having redundant Internet Service Provider (ISP) connections is a design
consideration that is important for a number of reasons. Generally, when you have more
than one ISP connection to your network, you would use BGP (see Chapter 7, “Exterior
Routing Protocols,” for more information). Next, if you want to have VPN redundancy,
this generally means having more than one network device available for this connectivity.
You saw in the Easy VPN server configuration that you could configure multiple servers to
give to the client. Depending on how large your network is and how diverse you want to be,
you may want to have equipment in multiple geographical locations, as well as redundant
equipment at your primary location.
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Dead Peer Detection

The Dead Peer Detection (DPD) periodic message option is a feature that was first introduced
in Cisco IOS version 12.3(7)T. It is a configurable option that allows routers to periodically
send a Hello message to determine whether a peer is alive. This is an improvement over the
default behavior, which only sends a Hello when it has traffic destined for the VPN tunnel.
DPD can be useful when you have multiple Easy VPN servers configured and also when you
are using GRE over an IPsec VPN to carry routing updates. Obviously, the quicker that a
peer is marked dead, the more responsive the routing will be.

Redundant Routes

Last, while I am on the subject of routing, let’s talk a bit about how redundant routes can
be used in conjunction with VPN technology. If I configured a GRE over IPsec tunnel and
gave it a lower administrative cost, then I could have a backup route available over VPN
traversing the Internet without the cost of an additional circuit. There is also a floating
static route that can also be used. A floating static route was previously used when doing
Dial-on-Demand services such as ISDN. If we were not using a routing protocol such as
EIGRP, a backup “floating static route” can be configured with a higher administrative
distance, which would come into play if the original route was unavailable. Check back in
Chapter 4, “Routing Concepts and Distance Vector Routing Protocols,” for more details
about configuring EIGRP and floating static routes. Additional information on these topics
is available on Cisco’s Web site in the Support section.

Summary

In this chapter, you learned about IPsec and used it to configure a VPN using the Cisco
Security Device Manager. You also learned about and configured a GRE tunnel using
SDM. Then, you dissected the VPN configuration in the command line and learned some
troubleshooting techniques. And last, you used SDM to configure an Easy VPN server.
Although there are many things to learn about VPNs, I covered the basic techniques and
knowledge you need to get started with configuring your networks with VPN. Now, let’s
move on to device security.
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Review Questions

1.  Which IPsec protocol does both encryption and authentication?

A. AH
B. ESP
C. PPTP
D. GRE

2. What is the default encryption type when using SDM to configure an IPsec VPN tunnel?
A. DES

B. AES
C. 3DES
D. RSA

3. When an IPsec VPN tunnel is configured, how does the router determine what traffic is to
traverse the VPN tunnel?

A. Policy map
B. Accesslist
C. Transform set
D. Tunnel list
4. If you were working in IOS command line and needed to check on the status of a VPN tun-
nel, what command would you enter?
A. show interface
B. show access-Tist
C. show crypto isakamp
D. show crypto ipsec sa
5. Once again, if you were working in IOS command line, in a single command, what could
you do to determine the “interesting traffic” for a particular VPN tunnel?
A. show interesting traffic
B. show access-Tist
C. show crypto map

D. show ip interface

6. What is the “peer address” when discussing a VPN tunnel?
A. The remote device VPN endpoint
B. The interesting traffic
C. The local outside interface
D

The remote end loopback address
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What is split tunneling?

A.
B.
C.
D.

A dual tunnel to two locations
The ability to access both local resources and those over the VPN
The ability to only access remote locations

None of the above

What is the advantage of Dead Peer Detection?

A.
B.
C.
D.

Lower cost
More bandwidth
Faster convergence

More security

You can only have one transform set to define the type of authentication and encryption.

A.
B.

True
False

Name one commonly used debug command when troubleshooting VPN connectivity.

A.

B.
C.
D

debug ip

debug crypto isakmp
debug crypto ipsec
debug vpn
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Answers to Review Questions

1.

10.

B. ESP (Encapsulating Security Payload). Remember that AH only does the authenticating
and no encryption.

C. The default encryption type is 3DES—this is what SDM uses when you choose the
default configuration.

B. An access list is used to define “interesting traffic,” which is the traffic that is allowed to
traverse the VPN tunnel.

D. The command you would enter is show crypto ipsec sa. This displays any IPsec
Security Associations. You can also use this to determine some error conditions in order to
do further troubleshooting.

C. The show crypto map command displays all components of the crypto map, including
the access list that controls interesting traffic. Note: answer B could be used if you knew
which access list was related to the crypto map.

A. The peer address is the remote endpoint of the VPN device that you are connecting to.

B. Split tunneling is the ability for a remote VPN client to be able to access resources across
the VPN tunnel and also those on the local network.

C. Dead Peer Detection (DPD) is used to speed network convergence when you want any
site that has gone down to be discovered as quickly as possible.

B. False. When defining VPN tunnels to different business partners and sites, it’s often
advantageous to have different transform sets to describe what parameters you are using
with each partner.

B or C. The two used in the chapter that were described are the debug crypto isakmp
and debug crypto isakmp.






Device Security

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Describe, configure, and verify AutoSecure/One-Step
Lockdown implementations (CLI and SDM)

v Describe, configure, and verify AAA for Cisco Routers

v Describe and configure I0S secure management features
(SSH, SNMP, SYSLOG, NTP, Role-Based CLI, and the like)



This chapter covers security, primarily for your routing
devices. Some of those features, such as securing management
traffic, will carry over to other devices on your network. The
majority of the chapter focuses on the built-in features that are available to secure routing
devices. First, you learn some of the basic reasons to secure your devices and which services
to secure. Then, you learn how to use AutoSecure to lock down CLI services. Finally, you
get a look at two useful SDM wizards that allow you to lock down your routing devices:
the Security Audit and One-Step Lockdown wizards.

Why Secure Your Devices?

I can’t tell you how many people ask, “Which services and processes on a router should I
turn off?” Table 13.1 contains a listing of the most vulnerable and most commonly attacked
services and processes, and you should seriously consider disabling these. The listing is not
complete by any means, but it is a great place to start your security audit.

TABLE 13.1 Vulnerable Itemsto Secure

Item Comments

Open router interfaces Limit unauthorized access to the router and the network
by disabling unused, open router interfaces.

Bootp server This service is enabled by default. This service is rarely
required and should be disabled.

Cisco Discovery Protocol (CDP)  This service is enabled by default. If not required,
this service should be disabled globally or on a
per-interface basis.

Configuration auto-loading This service is disabled by default. Auto-loading of con-
figuration files from a network server should remain
disabled when not in use by the router.

FTP server This service is disabled by default. Because it allows
access to certain files in the router Flash memory, this
service should be disabled when it is not required.
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TABLE 13.1 Vulnerable Items to Secure (continued)

Item

Comments

TFTP server

Network Time Protocol (NTP)
service

Packet assembler and
disassembler (PAD) service

TCP and User Datagram Protocol
(UDP) Minor services

Maintenance Operation Protocol
(MOP) service

Simple Network Management
Protocol (SNMP)

HTTP configuration and
monitoring

Domain Name System (DNS)

ICMP redirects

IP source routing

Finger service

ICMP unreachable notifications

ICMP mask reply

This service is disabled by default. This service should
be disabled when it is not in use because it allows
access to certain files in the router Flash memory.

This service is disabled by default. Disable this service
when it is not required.

This service is enabled by default. This service should
be explicitly disabled when not in use.

These services are enabled in Cisco 10S software
releases prior to Cisco I0OS software Release 11.3 and
disabled in Cisco 10S software Releases 11.3 and later.
Disable this service.

This service is enabled on most Ethernet interfaces.
Should be disabled when it is not in use.

This service is enabled by default. Disable this service
when it is not required.

The default setting for this service is Cisco device
dependent. You should disable this service if it is not
required. If this service is required, restrict access to the
router HTTP service using access control lists (ACLs).

This client service is enabled by default. If the DNS
lookup service is required, make sure that you set the
DNS server address.

This service is enabled by default. This service should
be disabled when not required.

This service is enabled by default. Disable this service
when it is not required.

This service is enabled by default. Disable this service
when it is not required.

This service is enabled by default. This information can
be used to map networks and should be disabled on
interfaces to untrusted networks.

This service is disabled by default. This information can
be used to map the network, and this service should be
disabled on interfaces to untrusted networks.
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TABLE 13.1 Vulnerable Items to Secure (continued)

Item Comments

IP identification service This service is enabled by default. This data can be used
by an attacker to gather information about your network,
and this service should be disabled.

TCP keepalives This service is disabled by default. Keepalives should
be enabled globally to manage TCP connections and
prevent certain DoS attacks.

Gratuitous ARP This service is enabled by default. You should disable
gratuitous ARPs on each router interface unless this
service is otherwise needed.

Proxy ARP This service is enabled by default. This service
should be disabled unless the router is being used
as a LAN bridge.

IP directed broadcast This service is enabled in software releases prior to
Cisco I0S software Release 12.0 and disabled in Cisco
10S software Releases 12.0 or later. This service should
be disabled when not required.

The process of going through each of your routers and manually disabling all of these
services would be a nightmare, not to mention how long and potentially error-prone the
task could be. It would be easy for you to overlook some of the services that should be
disabled. This means that you could be trying to do a lot of good work and still leave the
network open to some kind of attack.

For this reason, a couple of great additions to the IOS will help you in automating the
lockdown of your devices. The first one is the Command Line Interface (CLI) based feature
called AutoSecure. The second is the Web-based (SDM) wizard that allows you to audit the
current security setup or provide a one-step lockdown.

CLI-Based AutoSecure

The AutoSecure feature is fairly new and is available in 1OS versions 12.3 and later.
AutoSecure is a simple, single command that allows you to quickly and easily secure a
device from potential threats. AutoSecure can help make your efforts efficient and consis-
tent when securing your routers.

AutoSecure allows two modes of operation: interactive and noninteractive.

Interactive Mode Prompts you to choose the way you want to configure router services and
other security-related features. In interactive mode, you have control over the router security-
related features. The wizard asks you questions about what you would like to secure.
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Noninteractive Mode Configures your router’s security-related features based on a set of
Cisco defaults. It was designed for times when you need to quickly secure a router and can’t
sit and babysit the process. The noninteractive mode can be enabled by using the
no-interact option.

Lockdown Items

The AutoSecure feature goes through each of the different planes on the router to sys-
tematically lock down and secure the whole system. Remember the term planes from my
other discussions, such as with CEF? A router is broken down into functional planes to
help manage and control where and what functions do. Following is a look at what the
AutoSecure feature does in the different planes of a router.

Management Plane The management plane includes management services, such as fin-
ger, pad, udp and tcp small servers, password encryption, tcp-keepalives, cdp, bootp, http,
source routing, gratuitous arp, proxy-arp, icmp (redirects, mask-replies), directed broadcast,
mop, and banner. It also includes the login functions, such as password security and failed
login attempt actions, as well as the secure shell (SSH) access.

Forwarding Plane The forwarding plane hardening consists of enabling Cisco Express For-
warding (CEF) and configuring ACLs for traffic filtering.

Here are some of the other things that will also be looked at for during the AutoSecure
security and lock down feature:

= The firewall component allows you to activate the Cisco IOS Firewall inspection for
common protocols and applications.

= Login functions include password configuration, and setting options for failed login
attempts.

= NTP functionality sets up authenticated NTP connectivity.

= SSH feature configures a hostname and a domain name, if not configured already, and
enables SSH access to the protected router.

= The TCP Intercept function enables the TCP intercept feature with default settings.

Rollback

Unfortunately, with all of the things that get secured, if you are not careful you could be
locked out of your router or lose your configuration. Here are a few things that you should
think about so this doesn’t happen to you:

= IOS version 12.3(8)T added a roll-back feature for AutoSecure configuration.

= Roll-back enables a router to revert back to its pre-AutoSecure configuration state if
the AutoSecure configuration fails.

= A pre-AutoSecure snapshot is saved into the router Flash memory as pre_autosec.cfg
before AutoSecure applies the configuration to the router. You can use this saved file to
recover initial router settings.
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= To replace the current running configuration with the configuration file that has been
saved by AutoSecure, use the configure replace command in privileged EXEC mode.

= Prior to Cisco IOS Release 12.3(8)T, rollback of the AutoSecure configuration was
unavailable; this means you better save the running configuration before using
AutoSecure.

Configuring AutoSecure

You start the AutoSecure process by using the auto secure command in privileged mode:

auto secure [management | forwarding] [no-interact | full] [ntp | Togin | ssh |
firewall | tcp-intercept]

AutoSecure uses this syntax to give you more control over the process. To secure all
components and functions, choose the full option. To avoid configuration prompts, select
the no-interact keyword. To limit the scope of hardening, use any of the remaining
options described in Table 13.2.

TABLE 13.2 AutoSecure Options

Option Description

management Only the management plane will be secured.

forwarding Only the forwarding plane will be secured.

no-interact The user will not be prompted for any interactive configurations. No

interactive dialog parameters will be configured, including usernames
or passwords.

full The user will be prompted for all interactive questions. This is
the default.
ntp Specifies the configuration of the Network Time Protocol (NTP)

feature in the AutoSecure command-line interface (CLI).

Togin Specifies the configuration of the Login feature in the AutoSecure CLI.
ssh Specifies the configuration of the SSH feature in the AutoSecure CLI.
firewall Specifies the configuration of the firewall feature in the AutoSecure CLI.
tcp-intercept Specifies the configuration of the TCP-Intercept feature in the

AutoSecure CLI.
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AutoSecure configures all functions and services in the following order:
Identify outside interfaces.
Secure the management plane.
Create security banner.
Configure passwords, AAA, and SSH.

Secure the interface settings.

o a0k w N2

Secure the forwarding plane.

If you do not specify any options, AutoSecure defaults to the interactive mode and
proceeds to secure the full scope of services and functions.

@ Real World Scenario

Securing the Dubai Branch Office

The Dubai branch is a new expansion to the FutureTech Corporation. You have already built
out most of the infrastructure for the location. The cabling and devices are in place. You
have done a fabulous job with the design and layout of the switch blocks. Before you have
the Internet connection brought into the office, you need to go through some security setup.

Now, you can secure all of your routers. You know about the many services and interfaces
that should be secured on a router. However, Headquarters wants you to use the feature
called AutoSecure; they believe this will make the process faster and more reliable.

The first time through, I use AutoSecure the way you would to configure every router in
the network. Then, I show you how to use AutoSecure to secure a router that is at the edge
or connected to the Internet. Nothing to fear—you need only answer a couple of questions.

Once you finish with the AutoSecure setup, you learn how to use two SDM wizards to
accomplish nearly the same security configuration.

Later in the chapter you learn how you can control access to the network and devices
using authentication, authorization, and accounting (AAA). With AAA configured on your
routers, you can control network access from one central location.

Finally, you learn ways that you can secure management traffic on your network. You
don’t want an attacker getting a hold of that kind of data!

To begin, start AutoSecure and answer the following questions at the prompts:

= Is the router going to be connected to the Internet?
=  How many interfaces are connected to the Internet?
= What are the names of the interfaces connected to the Internet?

Router>en
Router#auto secure
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--- AutoSecure Configuration ---

**% AutoSecure configuration enhances the security of

the router, but it will not make it absolutely resistant

to all security attacks #**%*

AutoSecure will modify the configuration of your device.

A11 configuration changes will be shown. For a detailed
explanation of how the configuration changes enhance security
and any possible side effects, please refer to Cisco.com for
AutoSecure documentation.

At any prompt you may enter '?' for help.

Use ctrl-c to abort this session at any prompt.

Gathering information about the router for AutoSecure

Is this router connected to internet? [no]:

Because most routers in a network are not directly connected to the Internet, I answered
no to the Internet question this time through.

Had I said yes, the process would have continued and asked me to specify the number
of interfaces that would be connected and provide a name for each connection. Armed
with that information, AutoSecure can configure access lists and the IOS Firewall. You
can see that process in the output that follows:

Securing Management plane services
Disabling service finger

Disabling service pad

Disabling udp & tcp small servers
Enabling service password encryption
Enabling service tcp-keepalives-in
Enabling service tcp-keepalives-out
Disabling the cdp protocol
Disabling the bootp server
Disabling the http server

Disabling the finger service
Disabling source routing

Disabling gratuitous arp

At this point, the AutoSecure process has disabled all of the unnecessary Management
Plane services. The process then prompts you to set a banner. It even gives an example of
what to put in the banner:

Here is a sample Security Banner to be shown

at every access to device. Modify it to suit your
enterprise requirements.

Authorized Access only

This system is the property of So-&-So-Enterprise.
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UNAUTHORIZED ACCESS TO THIS DEVICE IS PROHIBITED.

You must have explicit permission to access this
device. A1l activities performed on this device

are logged. Any violations of access policy will result
in disciplinary action.

Enter the security banner {Put the banner between

k and k, where k 1is any character}:

# This is a test banner for FutureTech Inc #

)/ This is an important point. There is said to have been a legal precedent set
,&TE that would require administrators to not include the word “Welcome” in
any banners. This makes would-be attackers feel welcome in the system,
and they could get away with attacking the system. | have never found
conclusive proof that this is true but, even if it is not, there is no reason
to make someone feel welcome when they are not. It’s just too bad | can’t

guard my device interfaces with a gun!

The process next prompts you to configure passwords and local AAA authentication to

the device lines:

Enable secret is either not configured or

is the same as enable password

Enter the new enable secret:

Confirm the enable secret :

Enter the new enable password:

Choose a password that's different from secret
Enter the new enable password:

Confirm the enable password:

Configuration of Tocal user database

Enter the username: Pat

Enter the password:

Confirm the password:

Configuring AAA Tocal authentication
Configuring Console, Aux and VTY Tlines for
Tocal authentication, exec-timeout, and transport

Next, you have an opportunity to secure against login attacks:

Securing device against Login Attacks
Configure the following parameters

Blocking Period when Login Attack detected: 60
Maximum Login failures with the device: 5

Maximum time period for crossing the failed Togin attempts:

30
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When securing the device against login attacks, you specify the following:

= Duration of time in which login attempts are denied (also known as a quiet period, in
seconds)

= Maximum number of failed login attempts that triggers the quiet period

= Duration of time in which the allowed number of failed login attempts must be made
before the blocking period is triggered

When you’re finished, AutoSecure prompts you to configure the SSH server. If you
answer “yes,” AutoSecure automatically configures the SSH timeout to 60 seconds and the
number of SSH authentication retries to two. If the router does not already have a unique
hostname, you will also be prompted to configure one.

If you configured a hostname for this router prior to starting AutoSecure, you will not
be prompted to enter one here. However, if the router is still using the factory default host-
name, Router, you will be prompted to enter a unique hostname, as shown in the output.
This is important because SSH requires a unique hostname generate the key that will be
used the secure the connections.

Notice that AutoSecure also prompted you to define the domain to which the router
belongs. Like the hostname parameter, a domain name is important for SSH key generation.

Configure SSH server? [yes]:
Enter the hostname: DubRtrl

Enter the domain-name: futuretech.com. Notice now that AutoSecure automatically
disabled the following services on all router interfaces:

= IP redirects

= IP proxy ARP

= IP unreachables

= IP directed-broadcast

= IP mask replies and mop on Ethernet interfaces

Configuring interface specific AutoSecure services
Disabling the following ip services on all interfaces:
no ip redirects

no ip proxy-arp

no ip unreachables

no ip directed-broadcast

no ip mask-reply

Disabling mop on Ethernet interfaces

Securing Forwarding plane services .

Enabling CEF (This might impact the memory requirements for your platform)
Enabling unicast rpf on all interfaces connected

to internet
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The AutoSecure process then prompts you to enable the firewall feature. I didn’t enable
it for this go around, but here is what the output looks like if you had enabled it. T will
show you an output where I selected the firewall feature a bit later:

Configure CBAC Firewall feature? [yes/no]: n

Tcp intercept feature is used prevent tcp syn attack

on the servers in the network. Create autosec_tcp_intercept_list
to form the list of servers to which the tcp traffic is to

be observed

Enable tcp intercept feature? [yes/no]: n

The next output shows the actual configuration that was applied to my routers by
AutoSecure. I run through the sections of the output next.

This is the configuration generated:
no service finger

no service pad

no service udp-small-servers
no service tcp-small-servers
service password-encryption
service tcp-keepalives-in
service tcp-keepalives-out
no cdp run

no ip bootp server

no ip http server

no ip finger

no ip source-route

no ip gratuitous-arps

no ip identd

AutoSecure disables several router global services that are considered possible attack
points and enables other services that help to protect the router:

banner motd ~C This 1is a test banner for FutureTech Inc "C
security passwords min-length 6
security authentication failure rate 10 Tog

AutoSecure configures an authentication failure rate of 10. This allows a user 10 failed
login attempts before the router sends an authentication failure event to the logger (router
log or Syslog server). You are not asked to give a value for this; this is performed automati-
cally by AutoSecure.

enable secret 5 $1$COvX$UzdRx1TIAWefBQZ6xjDDe/
enable password 7 050D131B345E4B1D1C061F43
username Pat password 7 00071C08085A05
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aaa new-model

aaa authentication login Tocal_auth Tocal
Tine con 0

Togin authentication Tlocal_auth
exec-timeout 5 0

transport output telnet

Tine aux O

Togin authentication local_auth
exec-timeout 10 0

transport output telnet

Tine vty 0 4

Togin authentication local_auth
transport input telnet

AutoSecure enables local AAA authentication, and configures the console 0, auxiliary 0,
and vty lines 0 through 4 for local authentication, an EXEC timeout, and outgoing Telnet
connections:

Tine tty 1

Togin authentication Tlocal_auth
exec-timeout 15 0

Togin block-for 60 attempts 5 within 30
hostname Routerl

ip domain-name futuretech.com

crypto key generate rsa general-keys modulus 1024
ip ssh time-out 60

ip ssh authentication-retries 2

Tine vty 0 4

transport input ssh telnet

AutoSecure asked me to set the hostname and domain name. These are required for the
key generation, which enables SSH access to the router. SSH optional settings are configured.
AutoSecure configures VTY lines 0 through 4 to support both SSH and Telnet incoming con-
nections. Note that Telnet was previously configured for the VTY lines. This step simply adds
SSH to the list of possible incoming connection types.

service timestamps debug datetime msec Tocaltime show-timezone
service timestamps Tog datetime msec Tocaltime show-timezone
Togging facility local2

Togging trap debugging

service sequence-numbers

Togging console critical

Togging buffered

interface FastEthernet0/0
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no ip redirects

no ip proxy-arp

no ip unreachables

no ip directed-broadcast

no ip mask-reply

no mop enabled

interface FastEthernet0/1

no ip redirects

no ip proxy-arp

no ip unreachables

no ip directed-broadcast

no ip mask-reply

no mop enabled

interface Serial0/0/0

no ip redirects

no ip proxy-arp

no ip unreachables

no ip directed-broadcast

no ip mask-reply

ip cef

access-1ist 100 permit udp any any eq bootpc

!

end

Apply this configuration to running-config? [yes]:
Applying the config generated to running-config
The name for the keys will be: Routerl.futuretech.com
% The key modulus size is 1024 bits

% Generating 1024 bit RSA keys, keys will be non-exportable . . . [0K]
DubRtrl#

000045: *Oct 29 03:24:44.940 UTC: %AUTOSEC-1-MODIFIED: AutoSecure configuration
has been Modified on this device

As promised, I’ll show you what the output sections look like if you answer yes at the
Internet interface and the firewall prompts. First, here are the prompts that are presented
when you let AutoSecure know that you have an interface facing the Internet:

Is this router connected to internet? [no]: y

Enter the number of interfaces facing the internet [1]: 1

Interface IP-Address OK? Method Status Protocol

FastEthernet0/0 1.1.1.1 YES manual up up

FastEthernet0/1 unassigned YES unset administratively down down
Serial0/0/0 unassigned YES unset administratively down down

Enter the interface name that is facing the internet: FastEthernet0/0
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Here is the output from answering yes to the firewall question:
Configure CBAC Firewall feature? [yes/no]: y

There is no other output in the process, just the output of code that is put into the con-
figuration. Here is that output:

ip inspect audit-trail

ip inspect dns-timeout 7

ip inspect tcp idle-time 14400

ip inspect udp idle-time 1800

ip inspect name autosec_inspect cuseeme timeout 3600
ip inspect name autosec_inspect ftp timeout 3600

ip inspect name autosec_inspect http timeout 3600

ip inspect name autosec_inspect rcmd timeout 3600

ip inspect name autosec_inspect realaudio timeout 3600
ip inspect name autosec_inspect smtp timeout 3600

ip inspect name autosec_inspect tftp timeout 30

ip inspect name autosec_inspect udp timeout 15

ip inspect name autosec_inspect tcp timeout 3600

ip access-1ist extended autosec_firewall_acl

permit udp any any eq bootpc

deny 1ip any any

interface FastEthernet0/0

ip inspect autosec_inspect out

ip access-group autosec_firewall_acl in

SDM-Based Security Audit Wizard

Cisco SDM contains a Security Audit Wizard that provides a comprehensive router secu-
rity audit. Cisco SDM uses the Cisco Technical Assistance Center (TAC) and International
Computer Security Association (ICSA) recommended security configurations as its basis
for comparisons and default settings. The Security Audit Wizard checks the vulnerability
of the router under its current configuration and provides a fast way to comply with basic
security policies for routers.

Additionally, the second part of the SDM wizard can configure almost all of the configu-
rations that you saw in AutoSecure. This is done using the One-Step Lockdown feature in
the SDM.

The Cisco SDM security audit feature compares router configurations to a predefined
checklist. (This is not a complete list of the checks performed.)

= Shuts down unneeded servers on the router
= Shuts down unneeded services on the router

= Applies a firewall to the outside interfaces
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= Disables SNMP or enables it with hard-to-guess community strings
= Shuts down unused interfaces using the no ip proxy-arp command
= Forces passwords for the router console and vty lines

= Forces an enable secret password

= Enforces the use of ACLs

The Security Audit Wizard contains two modes:

Security Audit Examines router configuration, then displays the Report Card window,
which shows a list of possible security problems. You can choose which vulnerability you
would like to lock down.

One-Step Lockdown Initiates the automatic lockdown using recommended settings.

Let’s go through the security audit mode, which is the first option you will see once in
the security audit section of SDM.

SDM Security Audit

To use the SDM wizard, you must make an HTTP connection into your router and run
SDM. I know that you have done this already, so at this point, open the SDM interface. The
following steps start from the Home page.

Complete the following steps to perform a security audit:

1. Click the Configure button in the main toolbar, shown in Figure 13.1.
2. Click the Security Audit icon in the Tasks toolbar on the left.

3. You have two wizard buttons available; click the Perform Security Audit button.

FIGURE 13.1 SDM Home Page
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Choose the Configure button shown in Figure 13.1. The Interfaces and Connections dia-
log box, shown in Figure 13.2, will open.

FIGURE 13.2 SDM Configure Page

You have to choose the Security Audit button from the vertical toolbar. The Security
Audit dialog box, shown in Figure 13.3, will open.

FIGURE 13.3 SDM Security Audit Page
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Click the Perform Security Audit button to start the wizard. When the wizard opens,
you will see a screen similar to the one shown in Figure 13.4. It outlines the process the
wizard will use to secure the router.

FIGURE 13.4 Security Audit Wizard Page
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You can see that the wizard does quite a few things for you. First, it checks the router’s
configuration against the set of recommended settings. It then shows you a list of the all
the security-related items it checked for and the current status of each of those items. The
wizard also lets you choose to fix any items that it finds are unsecure or not in the recom-
mended setting. Finally, it makes the changes that you chose to fix. Click Next to continue
on to the Security Audit Interface Configuration dialog box, shown in Figure 13.5.

Here you have to choose which interfaces are trusted (inside) and which are untrusted
(outside). The inside interfaces are typically the interfaces that don’t face the Internet or are
on the networks that you are trying to protect. The outside interfaces are the interfaces that
are facing the Internet. You can choose any number of interfaces for either setting, what-
ever they actually are. Click Next to perform the audit. Figure 13.6 shows typical results.

Figure 13.6 shows you the audit page with a full list of the items that were checked
during the audit. You can choose Save Report or Close. When you choose, the Fix It
page, shown in Figure 13.7, opens.

This shows you the same list from the audit page, but now you have the opportunity to
choose which things you want to fix.

If you click the Fix All button, the wizard will fix the items in the list. Additional windows
will appear and you can configure settings where they are required, such as a password.
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FIGURE 13.5 Wizard Interface Configuration

FIGURE 13.6 Security Audit Page
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FIGURE 13.7 FixItPage

As an alternative, you can choose any number of individual items from the list for fixing.

If you click the hyperlinks, you can get more information about what that selection does.
Be careful not to lock yourself out of the router.

Click the Fix All button to see the steps that the wizard takes you through to fully
secure your router. Figure 13.8 shows the first step.

FIGURE 13.8 Enable Secret and Login Banner
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The first step the wizard guides you through adds an enable secret password. You can
see this setting in Figure 13.8. This password should be a secure non-dictionary password
that cannot be easily guessed. The use of uppercase and lowercase letters, numbers, and
special characters will make the password even stronger.

The second configuration on this screen, in Figure 13.8, is a login banner. As I mentioned
in the AutoSecure configuration, the banner should not be inviting or include the word
“Welcome” in the text. Once you add the password and banner text, click Next to open
the user configuration options shown in Figure 13.9.

FIGURE 13.9 Userfor Secure Access
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The user account can be used by an administrator to access the router via Telnet or SSH.
For security and logging purposes, each user who can access a device should have a sepa-
rate account. To add a new user to the local database, click the Add button. Figure 13.10
shows the Add Telnet/SSH Account dialog box.

FIGURE 13.10 Add User Screen
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This dialog allows you to configure the options for a new user. The options are simply
the username and password. When you are finished adding the user, click OK. The new
user will be listed in the database, as shown in Figure 13.11.

FIGURE 13.11 User Added to Local Database

Now you can verify that the new user you just created is in fact present in the database.
If you want to add more users to the database, select the Add button again and repeat the
process until all of the users you need are in the database. When you are finished, click
Next to move on to enabling logging, as shown in Figure 13.12.

FIGURE 13.12 Enable Logging
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This screen shows you the options to set up logging for the router. By default the check
box is selected to enable logging. I have unchecked it for this sample setup because I don’t
have a syslog server to send the data to. However, on your real production network you
are going to have a place to send all of your logging data to. That is the first option on this
page; you have to tell the router the IP address of the syslog server on your network so that
the logging data can be sent there. The second option at the bottom of the screen allows
you to set the logging level for the router. When you are finished, click Next to move on to
the 1OS firewall setup shown in Figure 13.13.

FIGURE 13.13 10S Firewall Setup
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At this point, the Security Audit Wizard actually starts another wizard, the IOS Firewall
Wizard. You are now in the Advanced Firewall Wizard. I’ll just give you a brief rundown of
the steps here for this process. Chapter 15, “Cisco IOS Firewall,” explains in depth for you
how the firewall feature works on a router.

This first step from the figure tells you what features and steps the firewall can do for
you. Just click Next. You begin configuring on the next screen, shown in Figure 13.14.

The second screen of the Firewall Wizard lets you configure the trusted and untrusted
interfaces of the firewall. At the bottom of the screen, note that you can configure a third
interface for use as a DMZ. Again, you learn all about what this does in more detail in
Chapter 15. Click Next to continue the configuration, as shown in Figure 13.15.

On this screen, you configure the security level of the firewall. Right in the middle of the
screen there is a slide bar where you can set one of three levels of security. The yellowish
box to the right of the slide bar gives you a basic description of what each level does.

You can also set your own security level by choosing the Use a Custom Application
Security Policy radio button. For now, just click Next. Once you click Next, the wizard will
configure the firewall and then display a summary of the steps that the wizard takes to con-
figure the router. Figure 13.16 shows a typical output.
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FIGURE 13.14 Firewall Interface Selection
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FIGURE 13.15 Firewall Security Level Selection
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FIGURE 13.16 Firewall Configuration Summary
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Click Back if you need to make changes. Click Finish to complete the configuration.
Figure 13.17 shows the Summary page that appears when the wizard is finished.

FIGURE 13.17 Summary Page
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Make sure that you review everything. When you click Finish, all of the settings will be
saved to the router.

One-Step Lockdown

Now, I want you to reload your router to get rid of all the configurations that are cur-
rently on it. Go back into the SDM Security Audit page, shown in Figure 13.3. Let’s use
the One-Step Lockdown Wizard. Click the One-Step Lockdown button. A warning,
shown in Figure 13.18, will appear.

FIGURE 13.18 SDM Warning
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At this point, if you choose Yes, the wizard automatically goes through and sets up all
of the recommended security settings. Go ahead and choose Yes. A verification dialog box,
shown in Figure 13.19, will appear.

FIGURE 13.19 Verification Page
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At this point the router has gone through all of the settings and provides you with a list
of all the things it is going to add to your router. You can see the only option that you have
is to deliver the commands to the router, so click Deliver. The delivery information box,
shown in Figure 13.20, appears.

FIGURE 13.20 Delivery Screen
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At this point the running configuration is getting all of the commands that the wizard
added. It is usually about 65 or 66 commands when the router is blank. Here is a list of all
the things that were checked and what the process did during the wizard:

= Disable Finger Service

= Disable PAD Service

= Disable TCP Small Servers Service

= Disable UDP Small Servers Service

= Disable IP Bootp Server Service

= Disable IP Identification Service

= Disable CDP

= Disable IP Source Route

= Enable Password Encryption Service

= Enable TCP Keepalives for Inbound Telnet Sessions

= Enable TCP Keepalives for Outbound Telnet Sessions

= Enable Sequence Numbers and Time Stamps on Debugs
= Enable IP CEF

= Disable IP Gratuitous ARPs

= Set Minimum Password Length to Less Than 6 Characters
= Set Authentication Failure Rate to Less Than 3 Retries
= Set TCP Synwait Time
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=  Set Banner

= Enable Logging

= Set Enable Secret Password

= Disable SNMP

= Set Scheduler Interval

= Set Scheduler Allocate

= Set Users

= Enable Telnet Settings

= Enable NetFlow Switching

= Disable IP Redirects

= Disable IP Proxy ARP

= Disable IP Directed Broadcast

= Disable MOP Service

= Disable IP Unreachables

= Disable IP Mask Reply

= Disable IP Unreachables on NULL Interface
=  Enable Unicast RPF on Outside Interfaces
= Enable Firewall on All of the Outside Interfaces
= Set Access Class on HTTP Server Service
= Set Access Class on VTY Lines

= Enable SSH for Access to the Router

AAA

AAA stands for authentication, authorization, and accounting. The AAA feature, which is
supported by almost every Cisco networking device currently on the market, allows for the
centralized management of these features across the entire network. Here is a description of
each of those three features.

Authentication Authentication requires users and administrators to prove that they really
are who they say they are. Authentication is established using a username and password,
challenge and response, token cards, and other methods.

Authorization After authenticating the user and administrator, authorization services decide
which resources the user and administrator are allowed to access and which operations the
user and administrator are allowed to perform.
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Other typical authorization tasks are:

= Assigning parameters, such as IP addresses and access control lists (ACLs) to con-
nected users

= Assigning privilege levels to users who run exec sessions
= Controlling the usage of specific exec commands

Accounting and Auditing Accounting records what the user and administrator actually
did, what they accessed, and how long they accessed it for accounting and auditing purposes.
Accounting keeps track of how network resources are used.

AAA has two primary purposes:

1. Authenticating remote users attempting access to the enterprise network through a
remote method such as dial-in or some kind of Internet connection

2. Authenticating administrators attempting to access a router’s console port, aux port,
or VTY ports

Cisco gives you three ways to implement AAA services for use with Cisco routers, net-
work access servers (NASs), VPN concentrators, firewalls and switch equipment, as shown
in Figure 13.21.

FIGURE 13.21 AAA Basic Setup and Use
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Think about how much work it would be for an administrator to maintain a separate
database on each of the access devices coming in from the Internet. If the database was
local, every time a user’s password had to be reset or updated, you would have to update
the local database on each of the other devices. Understand, too, that only a single ACS
server need be used in a network. The following table shows you the different implementa-
tion options that you have.
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@ Real World Scenario

AAA in Dubai

In FutureTech’s Dubai branch office, multiple devices allow users to access the network
remotely. A separate AAA server is normally used, such as one of the server type devices
on the internal network. This type of AAA server is used so that there is a single place for
all of the security and access requests to be sent, and a local database on each one of the
access devices does not have to be maintained.

Table 13.3 lists the Cisco AAA services that are available.

TABLE 13.3 Cisco AAA Services

Service Description

Self-contained AAA AAA services are self-contained in the router itself; this is
also called local authentication.

Cisco Secure ACS loaded AAA services on the router or device contact an external
on a Windows Server Cisco Secure Access Control Server (ACS) loaded on a Win-
dows server for user and administrator authentication.

Cisco Secure ACS AAA services on the router or NAS contact an external Cisco
Solution Engine Secure ACS Solution Engine for user and administrator
authentication.

The most widely used and supported types of AAA protocols are TACACS+ and RADIUS.
TACACS+ replaces older versions of TACACS and XTACACS. TACACS+ and RADIUS have
different features that make them best suited for different uses.

RADIUS is a standards-based protocol that was created by the Internet Engineering
Task Force (IETF); TACACS+ is a proprietary Cisco Systems technology that encrypts data.
Another key difference is that TACACS+ runs in TCP, whereas RADIUS operates in User
Datagram Protocol (UDP).

TACACS+ provides many benefits for configuring Cisco devices to use AAA for manage-
ment and terminal services. TACACS+ can control the authorization level of users, whereas
RADIUS cannot. Also, because TACACS+ separates authentication and authorization, it
is possible to use TACACS+ authorization and accounting while using another method of
authentication such as Kerberos.
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RADIUS

I want to start off showing you the authentication process with RADIUS protocol.
Figure 13.22 shows you the step-by-step process of a client device trying to connect to
the network.

@ Real World Scenario

RADIUS in Dubai

The client device is accessing the Dubai internal network from a remote location. The router
in the process is an edge access router on the Dubai branch office network. The server
located on the internal network is running RADIUS for its AAA protocol.

FIGURE 13.22 Client Connecting with RADIUS
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1. The client requests access.

The router prompts the client for a username.
The client provides the username to the router.
The router prompts the client for a password.

The client provides the password to the router.
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The router forwards the information about the username and the password to the
RADIUS server using an Access-Request datagram, which contains all the necessary
AV-pairs.
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7. Ifthe user information is correct, the server responds with an Access-Accept data-
gram. The Access-Accept message also contains authorization parameters in the
form of AV-pairs, such as the IP address to be assigned, and so on.

If the user information is invalid, an Access-Reject message is returned and the router
terminates the connection.

Table 13.4 lists the four RADIUS message types and provides a description for each.

TABLE 13.4 RADIUS Message Types

Message Type Description

Access-Request This message is sent by the router or other device and contains
attribute-value pairs (AV-pairs) for the username, password (this
is the only information that is encrypted by RADIUS), and addi-
tional information such as the router port.

Access-Challenge This message can also be sent by the router for challenge-based
authentication methods such as Challenge Handshake Authenti-
cation Protocol (CHAP), Microsoft CHAP (MS-CHAP), and Exten-
sible Authentication Protocol Message Digest 5 (EAP-MD5).

Access-Accept This message is sent by the RADIUS server and is the positive
answer if the user information is valid.

Access-Reject This message is sent by the RADIUS server and is the negative
reply if the user information is invalid.

Contained within the message types are AV-pairs. The AV-pairs are the actual information
that allows a network device to authenticate, authorize, and account for a host. Examples of
commonly used RADIUS AV-pairs are:

=  User-Name

= User-Password (the only encrypted entity in RADIUS)
=  CHAP-Password

= NAS-IP-Address

=  NAS-Port

= Service-Type

= Framed-IP-Address
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Approximately 50 other AV-pairs are defined in the Internet Engineering Task Force
(IETF) standard, and Cisco has added several vendor-specific attributes on the server-side.

)/ Cisco I0S devices will, by default, always use Cisco AV-pairs but they can
,&TE be configured to use only IETF attributes for standard compatibility.

The Cisco implementation of RADIUS is the RADIUS (IETF) standard plus IETF attri-
bute 26. This attribute is the Vendor Specific Attribute (VSA) for Cisco. Only using this
VSA can an authorization request specified in the TACACS+ specification be sent to an
access device through RADIUS.

Limiting factors of RADIUS are:

= Security features; only the passwords are encrypted.
= Authorization can only be accomplished if done in conjunction with authentication.

Accounting information is sent within special RADIUS accounting messages.

TACACS+

TACACS+, the Cisco proprietary protocol, provides a lot more flexibility than the RADIUS
protocol. A TACACS+ server can use an extended conversation with the client in order to
get enough information for the user to be authenticated. You can configure the conversa-
tion to include other names or personal information that should be known, sort of like
security questions when you are logging in to a bank Web site.

TACACS+ is the primary protocol for Cisco AAA implementations and is supported on
10S routers, switches, and the PIX/ASA firewalls.

TACACS+ uses TCP port 49 as a default transport layer. Normally, each AAA transac-
tion uses a dedicated TCP connection. A single session can be established to ensure less
server load and better detection of a break in communication. This session persists as long
as the server or the network device is operational.

Figure 13.23 shows you the authentication process using the TACACS+ protocol. Similar
to the example for RADIUS, now you have a client trying to access the Dubai branch office
but the router will be communicating to an AAA server that is running TACACS+.

1. The client requests access.

The router requests a username prompt from the TACACS+ server.
The TACACS+ server provides a username prompt.

The router prompts the client.

The client provides the username.

The router forwards the username to the TACACS+ server.

The router requests the password prompt from the TACACS+ server.

® N @ e AW N

The TACACS+ server provides a password prompt.
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9. The router prompts the client for a password.

10. The client submits the password.

11. The router forwards the password to the TACACS+ server.
12. The TACACS+ server accepts or rejects the user.

FIGURE 13.23 Client Connecting with TACACS+
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The router eventually receives one of the following responses from the TACACS+ server:

ACCEPT The user is authenticated and service may begin. If the router is configured to
require authorization, authorization will begin at this time.

REJECT The user has failed to authenticate. The user may be denied further access, or
will be prompted to retry the login sequence, depending on the TACACS+ daemon.

ERROR An error occurred at some time during authentication. This can be either at
the server or in the network connection between the server and the router. If an ERROR
response is received, the router will typically try to use an alternative method to authenti-
cate the user.

CONTINUE The user is prompted for additional authentication information.
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Following authentication, the user is also required to undergo an additional authorization
phase, if authorization has been enabled on the router. Users must first successfully complete
TACACS+ authentication before proceeding to TACACS+ authorization.

If TACACS+ authorization is required, the TACACS+ server is again contacted and it
returns an ACCEPT or REJECT authorization response. If an ACCEPT response is returned,
the response will contain data in the form of attributes that are used to direct the EXEC or
NETWORK session for that user. This determines the services that the user can access. Ser-
vices can include the following:

= Telnet
= rlogin
= PPP

= Serial Line Internet Protocol (SLIP)
=  EXEC services
= Connection parameters, including the host or client IP address, ACL, and user timeouts

The authorization process with TACACS+ begins after the user has successfully authen-
ticated. A per-user ACL and static route can be uploaded to the router. TACACS+ can be
used for uploading a variety of other parameters to the router. The following messages are
involved in the exchange:

1. The router issues an authorization request for network access to the TACACS+ server.

2. The TACACS+ server permits or denies access. If the access is permitted, authorization
parameters are sent to the router to be applied to the user connection.

Another important aspect of authorization is the access control to services available to
a user. Controlling access to configuration commands greatly simplifies the infrastructure
security in large enterprise networks. Per-user permissions can easily be configured on
the ACS, which simplifies the configuration on network devices and limits administrators
depending on their role.

Examples of TACACS+ attributes frequently used for authentication and authorization
are listed and described in Table 13.5.

TABLE 13.5 Frequently Used TACACS+ Attributes

Attribute Description

ACL (EXEC authorization) Contains an access-class number to be applied to a line
ADDR (SLIP, PPP/IP Specifies the IP address of the remote host that should be
authorization) assigned when using a SLIP or PPP/IP connection

CMD (EXEC) The AV-pair is used for starting an authorization request for

an EXEC command

Priv-lvl (EXEC authorization) Specifies the current privilege level for command authori-
zations, a number from 0 to 15
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TABLE 13.5 Frequently Used TACACS+ Attributes (continued)

Attribute Description

Route (PPP/IP, SLIP Specifies a route to be applied to an interface
authorization)

InACL (PPP/IP, SLIP Contains an inbound IP ACL for SLIP or PPP/IP connections
authorization)

OutACL Contains an outbound IP ACL for SLIP or PPP/IP
Addr-pool Specifies the name of a local address pool from which to

get the address of the remote host

Autocmd Specifies a command to be automatically executed at
EXEC startup

Many other attributes exist and accommodate most network applications, including dial-
in solutions, proxy-authentication on firewalls, or command authorization for Cisco devices.

Configuring AAA

This section shows you the commands to configure each of the three functions of AAA.
First are the global commands that must be configured regardless of the individual function
you might configure on a particular device.

The aaa new-model command is required to enable all AAA functionality on a router or
device. It will look like this on a router or switch:

DubRtrl(config)#aaa new-model

The next command tells the router or device where the AAA server is. Regardless of the
type of AAA server (Cisco Secure ACS, Microsoft IAS, or other), you must tell the network

device where on the network the server is. I’ll go through the RADIUS commands first and
then the TACACS+ commands.

Configuring Communications with a RADIUS Server

The command is radius-server host X.X.X.X, where the X’s at the end of the command
specify the IP address of the server:

DubRtrl(config)#radius-server host 1.1.1.1

The next command specifies the encryption key that is to be used when communicating
with the RADIUS server. This key will also be configured on the RADIUS server itself.
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The command is radius-server key key, where the key option at the end of the com-
mand specifies the actual key string that is used for encryption and must match the key set
on the server:

DubRtrl(config)#radius-server key abcdl234

I want to point out a feature here that will help you with redundancy and security in your
network. Like anything else in this world, you should have more than one of everything—an
AAA server is no different. The only hitch is that if you use the two separate commands (the
commands that told the router where the server is and what the key is) that I have shown
you so far, and then you configure an additional server, the two servers would have to use
the same key. This is because you can use the radius-server key command only once. To
provide better security for your network and the servers themselves, you can configure a sep-
arate key for each of the servers. To accomplish this, use the following configuration instead
of the two separate commands I already showed you. I’ll configure two AAA servers so that
you can see how this works.

DubRtrl(config)#radius-server host 1.1.1.1 key abcdl234
DubRtrl(config)#radius-server host 2.2.2.2 key wxyz5678

Configuring Communications with a TACACS+ Server

The commands for a TACACS+ server are very similar. You need to specify the different
protocol type in the commands. The aaa new-model command must still be specified when
configuring the TACACS+ protocol. When configuring a network device with the location
of a TACACS+ server the command is tacacs-server host X.X.X.X single-connection.
The Xs again are the IP address of the server. The single connection option again is a fea-
ture of TACACS+ using TCP connections between the network device and the server. If
you specify the single-connection option, only one connection will be maintained between
the two devices. This provides a much more efficient interface rather than establishing and
tearing down a new connection for every request.

DubRtrl(config)#tacacs-server host 1.1.1.1 single-connection

You must also specify an encryption key for the TACACS+ server. You do this with the
tacacs-server key key command:

DubRtrl(config)#tacacs-server key abcdl234

Again for the same reason as RADIUS, you can configure the key option with the
tacacs-server host command. This allows you to configure more the one server and
each of the servers utilize their own key for encryption.

DubRtrl(config)#tacacs-server host 1.1.1.1 key abcdl234
DubRtrl(config)#tacacs-server host 2.2.2.2 key wxyz5678
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Authentication Process

The next thing that you have to enable is the authentication process. The commands are
the same no matter whether you are using RADIUS or TACACS+. Just be sure you set the
option correctly.

Authentication is done using the aaa authentication Togin command. This is often
referred to as an authentication list, because it has the list of methods or places that the
router is going to refer to for authentication. The whole command is aaa authentication
Togin [default | Tist-name] group [group-name | radius | tacacs+] [method2 method3
method4].

The first option is the type of list that you are going to create. Your options are default or
a named Tist-name. If you use the default option, the list you are creating will automatically
be applied to every interface and line that the device has. If you make a named Tist-name,
that list must be applied individually to the interface or line where you want it used. You see
how to apply a list coming up next.

If you configure more than one list, say, for example, a default list and a named list, the
default list will be applied everywhere. However, if you apply the named list to one of the lines,
say to the console line, the named list will override the use of the default list on that line.

The next set of options is the type of group that you are going to use. This will tell the
router to use the TACACS+ or RADIUS servers that you already configured. If you use
the option group-name, you will have to predefine a group of servers using the aaa group
server radius or aaa group server tacacs+commands.

Finally, the last option or options will be any other methods for authentication. The
methods will be used in the order that they are specified. An additional method will only
be used if there is an error with the previous method, such as a timeout.

If the previous method returns a FAILED authentication, an additional method cannot
be used, and authentication has failed. Table 13.6 is a general list of methods that can be
configured.

TABLE 13.6 Authentication Methods

Method Description

enable Uses the enable password for authentication

group Uses server-group

krb5 Uses Kerberos Version 5 for authentication

line Uses the line password for authentication

local Uses the local username and password database for authentication
local-case Uses case-sensitive local username authentication

none Uses no authentication
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Here is what a couple of the authentication lists would look like:

DubRtril(config)#aaa authentication login default group tacacs+ local
DubRtrl(config)#aaa authentication login pats_list group tacacs+

To apply a named list to a line you have to use the Togin authentication Tist-name
command on the line. I am going to place my list on the console port of a router:

DubRtrl(config)#1ine console 0
DubRtrl(config-Tline)#login authentication pats_list

Authorization Process

The authorization process is configured basically as a list just as the authentication process
was. It must be configured after the global AAA process has been enabled. The command to
configure a device to authorize actions is aaa authorization [network | exec | commands
Tevel | config-commands | reverse-access] [default | list-name] [method2 method3
method4]. Table 13.7 provides a breakdown of the options that you can use in the command.

TABLE 13.7 aaa authorization Command Options

Option Description

network All network services, including Serial Line Internet Protocol
(SLIP), PPP, and AppleTalk Remote Access Protocol (ARA
Protocol)

exec exec process

commands Tevel
config-commands
reverse-access

if-authenticated

Tocal

none
group radius

group tacacs+

All EXEC commands at the specified level (0-15)
For configuration mode commands
For reverse Telnet connections

Allows the user to use the requested function if the user is
authenticated

Uses the local database for authorization (with the username
password or username secret commands)

Performs no authorization
Uses RADIUS for authorization

Uses TACACS+ for authorization
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Here is a sample of the command and how it can be used:

DubRtril(config)#aaa authorization exec default group tacacs+ local
DubRtrl(config)#aaa authorization exec pats_list group tacacs+

Accounting Process

The accounting process is configured basically as a list just as the authentication and
authorization processes were. It must be configured after the global AAA process has been
enabled. The command to configure a device to account for connections is aaa accounting
[commands Tevel | connection | exec | network | system] [default | Tist-name]
[start-stop | stop-only | wait_start]group [tacacs+ | radius]. Table 13.8 pro-
vides a breakdown of the options that you can use in the command.

TABLE 13.8 aaa accounting Command Options

Option Description
commands Tlevel Audits all commands at the specified privilege level (0-15).
Connection Audits all outbound connections, such as Telnet and rlogin.
Exec Audits the EXEC process.
Network Audits all network service requests, such as SLIP, PPP,
and ARAP.
System Audits all system-level events, such as reload.
start-stop Sends a start accounting notice at the beginning of a pro-

cess and a stop accounting notice at the end of a process.
The start accounting record is sent in the background. The
requested user process begins regardless of whether the
start accounting notice has been received by the account-
ing server.

stop-only Sends a stop accounting notice at the end of the requested
user process.

wait-start As in start-stop, sends both a start and a stop account-
ing notice to the accounting server. With the wait-start
keyword, the requested user service does not begin
until the start accounting notice is acknowledged. A stop
accounting notice is also sent.

group tacacs+ or radius Uses TACACS+ for accounting, or enables RADIUS-style
accounting.
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Here is an example of the command and how it can be used:

DubRtrl(config)#aaa accounting exec default start-stop group tacacs+
DubRtrl(config)#aaa accounting exec pats_list start-stop group tacacs+

Securing Management Functions

Several network management protocols are available, including:
= Simple Network Management Protocol (SNMP)

= Syslog

= Trivial File Transfer Protocol (TFTP)

= Network Time Protocol (NTP)

SNMP

SNMP is a network management protocol that can be used to retrieve information from
a network device (commonly referred to as read-only access) or to remotely configure
parameters on the device (commonly referred to as read-write access). Both SNMP version
1 and version 2 use passwords (called community strings) within each message, as a very
simple form of security. Unfortunately, SNMP v1/v2 devices send the community string in
clear text along with the message. Therefore, SNMP v1/v2 messages may be intercepted by
anyone with a packet sniffer located along the data path between the device and the man-
agement server. SNMP v3 overcomes these shortcomings by providing authentication and
encryption to the message exchange.

These are recommendations for the correct use of SNMP tools:

= Configure SNMP with only read-only community strings.

= Set up access control on the device you wish to manage via SNMP to allow access by
only the appropriate management hosts.

= Use SNMP version 3; this version provides secure access to devices through a combina-
tion of authenticating and encrypting management packets over the network.

Syslog

The Syslog protocol was designed to carry messages from a device that has been configured
for logging to a Syslog server that collects that information. The messages are sent as clear
text between the managed device and the management host. Syslog has no packet-level integ-
rity checking to ensure that the packet contents have not been altered in transit. An attacker
may alter syslog data in order to confuse a network administrator during an attack.
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When possible, the following management practices are advised:
= Encrypt syslog traffic within an IPSec tunnel.

= Implement RFC 3704 filtering at the perimeter router when allowing syslog access
from devices on the outside of a firewall.

= Implement ACLs on the firewall to allow syslog data from only the managed devices
themselves to reach the management hosts.

= When possible, encrypt TFTP traffic within an IPSec tunnel to reduce the chance of
interception.

TFTP

TFTP is used for transferring configuration or system files across the network. TFTP uses
UDP for the data stream between the requesting host and the TFTP server. As with other
management protocols that send data in clear text, the network administrator should rec-
ognize that the data within a TFTP session might be intercepted by anyone with a packet
sniffer located along the data path between the device and the management server.

Where possible, TFTP traffic should be encrypted within an IPSec tunnel to reduce the
chance of interception.

Securing TFTP data from the router can be accomplished with a transport layer IPSec
tunnel. You have to be careful, though; not all operating systems where you might have the
TFTP server located can provide this service. For that matter, not every version of 10S sup-
ports making an IPSec tunnel. Verify both things before you attempt to secure the traffic
this way.

NTP

NTP is used to synchronize the clocks of various devices across a network. Synchronization
of the clocks within a network is critical for digital certificates and for correct interpreta-
tion of events within syslog data. A secure method of providing clocking for the network
allows network administrators to implement their own master clocks for private networks
synchronized, via satellite or radio, to Coordinated Universal Time (UTC). If network
administrators do not wish to implement their own master clocks because of cost or other
reasons, clock sources are available for synchronization via the Internet.

The current version of NTP is version 4. The latest version defined by an RFC is version 3;
version 3 is recommended from a security perspective.

An attacker could attempt a DoS attack on a network by sending bogus NTP data across
the Internet in an attempt to change the clocks on network devices in such a manner that dig-
ital certificates are considered invalid. An attacker could also attempt to confuse a network
administrator during an attack by disrupting the clocks on network devices. This scenario
makes it difficult for the network administrator to determine the order of syslog events on
multiple devices.
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The following are recommendations to follow when using NTP:
= Implement your own master clock for private network synchronization.

= Use NTP version 3 or above because these versions support a cryptographic authen-
tication mechanism between peers. NTP v3 is currently supported by most vendors,
including Cisco. The latest version 4 is not defined by any RFC, and therefore is not
widely supported.

= Use ACLs that specify which network devices are allowed to synchronize with other
network devices.

Summary

Now you should be much more comfortable securing access to your network and devices
such as routers. This chapter started off telling you about all of the services and items that
could be attacked on the network.

You then learned a few new ways to confidently and thoroughly secure those services
and interfaces that are left open on routers and network devices.

The first feature described was AutoSecure. AutoSecure provides a process to secure a
router on the inside of your network or on the edge.

The next two features were the two wizard-based approaches in the SDM interface.
The first is the Security Audit Wizard. The nice thing about this process is that you get to
review the items the wizard believes are wrong with the router. Then, you can choose to fix
them or leave them. The second wizard—the One-Step Lockdown Wizard—doesn’t give
you that option. You run the One-Step Lockdown Wizard and it does just that, locks down
in one step.

You then went through the steps for configuring AAA on your network devices. This
is a great feature because it allows you to centrally control access to your devices and the
network.

Finally, you looked at how to secure access to all the management traffic that flows
across your network. It is vitally important to keep that traffic from the wrong hands; it
is much easier for attackers to take advantage of your network if they have access to your
management traffic.
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Review Questions

1. What CLI-based feature is built into a router for securing the device?
A. Security Audit Wizard
B. AutoSecure
C. One-step lockdown
D. Interface securer
2. What SDM-based feature allows you to secure your router and have control over what is
being done?
A. Security Audit Wizard
B. AutoSecure
C. One-step lockdown

D. Interface securer

3. What individual controls do you have in the One-step lockdown feature?
A. Per interface control
B. Per service control
C. Per step control
D. None

4. You can use the AutoSecure feature to secure an edge router.
A. True
B. False
5. What additional wizard can be run within the Security Audit Wizard if you want to secure
your connection to the Internet?
A. PIX firewall
B. Advanced IOS firewall
C. Advanced IPS firewall
D. No other wizard

6. What protocols can be used in the AAA service to the server? (Choose two.)
A. Telnet
B. RADIUS
C. SSH
D. TACACS+
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7. TACACS+ uses what protocol to transport its data from the access device to the AAA server?
A. UDP

B. RTP
C. TCPp
D. ICMP

8. Which of the following AAA protocols is an open standard defined by the IETF?
A. RADIUS

B. TACACS+
C. TACACS
D. SDEE
9. Which of the following management protocols should be secured on your network?
A. Syslog
B. NTP
C. TFTP

D. All of the above

10. What security method can be used to secure TFTP and syslog data as it traverses the

network?

A. Telnet

B. Secure TFTP
C. IPSec

D. GRE tunneling
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Answers to Review Questions
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B. AutoSecure is the CLI-based security feature for locking down your routers.

A. The Security Audit Wizard allows you to control the services and steps that get
locked down.

D. None, there are no steps that you can configure using the One-Step Lockdown Wizard.

A. True. The AutoSecure feature allows you to configure the IOS firewall and other service
to secure an edge router.

C. The Advanced IOS firewall can be configured in the Security Audit Wizard.

B and D. The RADIUS and TACACS+ protocols can be used in the AAA service.

C. TACACS+ uses TCP to transport its data, whereas RADIUS uses UDP for transport.
A. RADIUS is an open standard that was developed by the IETF.

D. All of these management protocols should be secured on the network to prevent
unauthorized access.

. C. IPSec should be used to provide transport security of management traffic where it

is possible.






Switch Security

IN THIS CHAPTER, YOU WILL LEARN HOW
TO DO THE FOLLOWING:

v Describe common Layer 2 network attacks (MAC flooding,
rogue devices, VLAN hopping, DHCP spoofing, and more)

v Explain and configure Port Security, 802.1x, VACLs,
Private VLANs, DHCP snooping, and DAI



Over time much of the I'T industry’s attention has been

= focused on security attacks from outside the boundaries of
BELAST the organization and/or the upper layers of the OSI. Secu-
rity for the network too often focuses just on edge devices and being able to filter traf-
fic using Layer 3 and Layer 4 information. Usually devices will scan the headers, ports,
and do some stateful packet inspection. Many things can be put into place for the issues
surrounding Layer 3 and above, focused specifically on traffic making its way into the
network from the Internet. Most people and administrators give little or no thought to
access devices and Layer 2 communication. This chapter provides a solid foundation in
Layer 2 security.

Introduction to Layer 2 Security

If you think about how networking equipment is configured when you buy it nowadays,
you can very clearly see that far lower security settings are configured by default on equip-
ment that is used inside your enterprise. External protection devices, such as firewalls,
come almost completely secured. Only traffic that you specifically authorize and configure
is allowed. Granted, for a long time, the primary thoughts about routers and switches has
been that they are for internal communication, and provide an efficient (or fast as possible)
delivery to enterprise traffic. With almost no security configuration, those devices are open
targets for attack. Unfortunately, a Layer 2 network that is compromised can quickly lead
to a large portion of the network being open for attack and very little knowledge of the
attack may be known.

As mentioned in the previous chapter, ways exist to increase the level of security on
Layer 2 devices. Just as policies for upper-layer security had to be created, policies must be
created for Layer 2. Once a policy has been created, the appropriate features can be config-
ured to protect the devices, and ultimately the network, against attacks.

Layer 2 attacks are typically launched by or from a device that is (or has been) physically
connected to the enterprise network. Perhaps it was placed on the network with malicious
intent, for the purpose of providing a means of attack. It could also be a device that you
placed on the network, one that should be trusted, but has been taken over by an attacker.
Unfortunately, in most cases you or devices on the network see the traffic coming from this
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device as being legitimate. These devices are often known simply as rogue devices. The next
section describes in more detail what a rogue device is and what it does.

Rogue Devices

Rogue access comes in several forms. A user could plug in an unauthorized switch, which
could allow other devices to connect to the network. With a switch, the damage to network
data is more focused on what else might get plugged in. However, potential damage can
result to the logical network configuration and setup, such as with STP. You can mitigate
Spanning Tree Protocol (STP) attacks and changes by using Root Guard and Bridge Proto-
col Data Unit (BPDU) Guard configurations.

Root Guard is designed to provide a way to enforce the root bridge placement in the
network. BPDU Guard is designed to allow network designers to keep the active network
topology predictable, although BPDU Guard may seem unnecessary. Even though the
administrator can set the bridge priority to zero, there is still no guarantee that it will be
elected as the root bridge because there might be a bridge with priority zero and a lower
bridge ID. BPDU Guard is best deployed toward user-facing ports to prevent rogue switch-
network extensions by an attacker.

A potentially bigger problem would be the addition of a wireless access point (AP).
Commercial APs have become inexpensive and readily available; it is easy for an employee
to plug one into the enterprise LAN and make a wireless network without the I'T depart-
ment knowing or approving the addition. These rogue APs can be a serious breach of
security because they can be attached to the network behind the firewall where protection
from outside exists. Now even worse, employees do not typically enable any security on
the rogue AP. It is easy for unauthorized users to use the access point to connect to the net-
work, intercept traffic, hijack sessions, or access resources. An AP attached to the network
maliciously can be an even bigger risk because it is intentionally hidden from physical and
network views. Though this type of AP is much less common than employee-installed APs,
these rogue access points create an unsecured wireless LAN connection that puts the entire
wired network at risk. Malicious rogues?

Layer 2 Attacks

Attacks using or against Layer 2 devices can generally be categorized into:
=  MAC layer attacks

= VLAN attacks

= Spoof attacks

= Attacks on switch devices

Table 14.1 lists some of the threats and outlines possible security solutions.
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TABLE 14.1 Layer2 Threats
Category Threat Possible Solution

MAC layer attacks

VLAN attacks

Spoof attacks

MAC address flooding

Frames with unique, invalid source MAC
addresses flood the switch, exhausting
content-addressable memory (CAM)
table space, disallowing new entries
from valid hosts. Traffic to valid hosts is
subsequently flooded out all ports.

VLAN hopping

By altering the VLAN ID on packets
encapsulated for trunking, an attacking
device can send or receive packets on
various VLANSs, bypassing Layer 3 secu-
rity measures.

Devices in same VLAN

Devices may need protection from one
another, even though they are on a com-
mon VLAN. This is especially true on
service-provider segments that support
devices from multiple customers.

DHCP starvation and DHCP spoofing

An attacking device can exhaust the
address space available to the DHCP
servers for a period of time or establish
itself as a DHCP server in man-in-the-
middle attacks.

Spanning tree compromises

Attacking device spoofs the root bridge
in the STP topology. If successful,

the network attacker can see a variety
of frames.

MAC spoofing

Attacking device spoofs the MAC
address of a valid host currently in the
CAM table. Switch then forwards frames
destined for the valid host to the attack-
ing device.

Port Security, MAC
address VLAN access
maps.

Tighten up trunk configu-
rations and the negotia-
tion state of unused ports.
Place unused portsin a
common VLAN.

Implement private VLANs
(PVLANS).

Use DHCP snooping.

Proactively configure
the primary and backup
root devices. Enable
Root Guard.

Use DHCP snooping,
Port Security.



Introduction to Layer 2 Security 519

TABLE 14.1 Layer2 Threats (continued)

Category Threat Possible Solution
Address Resolution Protocol (ARP) Use dynamic ARP inspec-
spoofing tion, DHCP snooping, Port

Security.

Attacking device crafts ARP replies
intended for valid hosts. The attacking
device’s MAC address then becomes the
destination address found in the Layer 2
frames sent by the valid network device.

Switch Device Cisco Discovery Protocol (CDP) Disable CDP on all ports
Attacks manipulation where it is not intention-
ally used.

Information sent through CDP is trans-
mitted in clear text and unauthenticated,
allowing it to be captured and divulge
network topology information.

Secure Shell Protocol (SSH) and Use SSH version 2, use
Telnet attacks Telnet with vty ACLs.

Telnet packets can be read in clear text.
SSH is an option but has security issues
in version 1.

MAC Layer Attacks

One of the most common Layer 2 switch attacks is MAC flooding; this causes a switch’s
content-addressable memory (CAM) table to overflow. Once the CAM table is full, the
switch cannot learn new legitimate MAC addresses. This causes flooding of all data frames
out all ports, even ones that should be properly forwarded. A MAC flooding attack can be
done maliciously for the purpose of collecting traffic, which would not be possible unless
the traffic is being flooded to all the ports.

A switch’s CAM tables are limited in size; they can hold only a limited number of
entries at one time. The number of entries that can be held by a switch depends on the
model and capability of the switch. For example, tables in Cisco’s standard access layer
switches (such as the model 2950) can hold a maximum of 8192 entries. An attacker can
flood a switch with a large number of frames that have source MAC addresses from an
invalid range. If the attacker can get enough new entries into the table before the old ones
expire, new valid entries can’t be accepted into the table. When the table is full and traffic
arrives on a switch port from a legitimate device, it will not be able to create a CAM table
entry. The switch would then have to flood frames to that address out all ports rather than
simply forward the frames to that specific host.
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This has two adverse effects:

= Switch traffic is not forwarded efficiently and a significant amount of extra forwarding
must be done.

= The attacker can be connected to any switch port and capture traffic that is normally
only forwarded but is now being flooded.

Let’s say, for example, that an attack occurs early in the morning before the start of a
workday; the CAM table would already be full when the most of the users power on their
computers. The frames received from those legitimate hosts would be unable to create CAM
table entries as they power on. If this happens with most of the network devices, the number
of MAC addresses for which traffic will be flooded will be high, and any switch port will
carry flooded frames from a large number of devices.

What’s even worse about this situation is that, if the flood of invalid CAM table entries
happens only once, the switch will age out the older, invalid CAM entries. This will allow
new, legitimate devices to create entries. If the traffic flooding stops it may never be detected,
and the attacker could have captured a significant and unknown amount of data from the
network and you’d never know it.

VLAN Attacks

On networks using trunking protocols, rogue traffic can create security vulnerabilities by
hopping from one VLAN to another. VLAN hopping attacks are best mitigated by close
control of trunk links. When you think about controlling trunk links, you should always
remember the basics. Don’t leave your switch ports in their default state. By default, almost
all Cisco switch ports are in the dynamic desirable mode. This means that if an attacker
could get a connection to your switch, they could send a DTP packet and potentially cre-
ate a trunk link with the switch. If you are using an unsecure implementation of VTP, the
attacker could easily learn all of the VLANSs on your switch. With this connection and
knowledge of the VLAN:Ss, it would be very easy for the attacker to gain access and capture
data from any or all of your VLANSs.

At a minimum, all switch ports should be configured as access ports. Even better is
shutting down all unused ports. Many administrators don’t like to do this because it is
inconvenient to enable the ports when they need to be used. I always wonder how inconve-
nient those same administrators will find it when their network gets hacked!

A couple of other features can be enabled to help automate the process of protecting
your switches and access to other devices. Private VLANs (PVLANSs) can be configured to
establish security regions within a single VLAN without subnetting. VLAN access control
lists (VACLs) can be used to filter traffic within a VLAN.

Switch Spoofing

Basically, the scenario that I just described is your typical switch spoofing attack. The
attacker configures a system (often a host or device that the attacker gained access to, if the
attack is remote) to spoof itself as a switch. The attack can emulate or send fake Inter-Switch
Link (ISL) or 802.1Q signaling along with dynamic trunking protocol (DTP) messages. This
signaling attempts to create a trunk link to the switch.
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A switch port that is configured in a dynamic DTP mode (which is the default) could
negotiate to become a trunk link if and when it receives a DTP negotiation packet. Nor-
mally, the DTP packet would come from another switch that you trust and placed on the
network. In this case it could be generated by an attacker’s machine. Once the trunk link
has been established it could then accept traffic destined for any VLAN supported on that
trunk. The malicious device can then send packets to, or collect packets from, any VLAN
carried by the negotiated trunk.

Let’s take a look at how this process would work.

@ Real World Scenario

The Case of the Unscrupulous Contractor

In Figure 14.1, you can see there is a switch with users connected; they are divided between
three different VLANSs. There is also an attacker machine attached to the switch. Can you tell
which machine it is? No? Well, neither can the network administrator. The attacker could be:

= Someone who is trusted enough to be on the network anyway
= Aguestinone of the buildings, using a port in a conference room or work room
= Aremote attacker who has taken over a legitimate host that is on the network

This is not an all-inclusive list, but gives you some of the most common ways that access
to the network is achieved. These attacks happened in the FutureTech Corporate office;
the security holes have since been plugged.

FIGURE 14.1 Spoofing a Switch
VLAN 1 VLAN 3

VLAN 2
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Steps in a Switch Spoofing Attack

1.

It was a busy Monday morning, and everyone was hurrying around the office trying
to get everything started for the week. While the employees were focused on other
tasks, one of the contractors doing a job for the company slipped into a conference
room unauthorized. All that the attacker needed was an open port that is connected
to a switch. The attacker could have done two fairly easy things to gain access to the
switch and most of the network.

The attacker forced the switch to make a trunk link. This was a small challenge, and
FutureTech never did figure out how the attacker accomplished it, although they did
narrow it to two approaches. Either way, it was possible because the switch ports
were not configured correctly. The network administrator at the time thought it was
too inconvenient to enable particular switch ports for meeting attendees.

a. The contractor could have had software loaded on a laptop that would allow him
to send trunk negotiation messages to the switch. There is software that will
allow an attacker to send DTP frames to the switch and negotiate the switch port
into a trunk link. Once this has occurred, the attacker could access most of the
traffic from any VLAN that is allowed to traverse that trunk link. This, by default,
would be all of the VLANs configured on the switch.

b. The attacker could have used a small switch, easily carried in his bag. Cisco makes
a wonderful line of little 8-port switches. They have all of the features and con-
figuration ability of a full-size rack mount switch, but they are compact and don’t
have noisy running fans. A foul-intentioned person can easily use one; plug it
into a switch port and allow that switch to connect. If the offending switch port
in the conference room is not configured to prevent this type of connection, the
attacker would gain access to a large portion of the network. This type of access
is a little easier; if the port in the conference room is set up in the default mode,
it will dynamically create a trunk with the attacker’s switch. Even worse, because
FutureTech used VTP on the network, and there was no password in the configura-
tion, the attacker’s switch would learn all of the VLANs as well.

Once the trunk link was formed with the switch, the attacker could easily tag traffic
to send frames to whatever VLAN he chose. Because the attacker was not familiar
with the network (he didn’t know which VLANSs are configured), he might have had
to do some guessing at first to send frames onto the network. He could also have
promiscuously listened to all of the traffic that came over the trunk link. Once traf-
fic had been received, the attacker could see the tags on the traffic and know what
VLANSs exist.

Finally, the attacker was able to collect and send data to and from the network.
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Double Tagging

Another method of VLAN hopping is for a device to generate frames that contain two
802.1Q headers. This causes the switch to forward the frames into a VLAN that would
(and should) be inaccessible to an attacker under normal circumstances.

It is possible and useful to tag frames with more than one 802.1Q header. Double tagging is
used legitimately by service providers. A service provider can offer the ability to make VLANs
reachable between different sites in an enterprise. This is done by handing a trunk link off to
the service provider, who will in turn “re-trunk” or place the customer’s trunk link in their
own trunk; this is typically called Q-in-Q tunneling. The trunk link is carried through the
service provider’s network using the outside header. Once the data gets to the edge of the pro-
vider’s network, it will be passed back off to the customer’s network, and the outside header
will be removed. This leaves just the first header that identified the customer’s VLAN; when
the traffic gets back into the customer’s network, the switches see it and handle it as though
nothing happened to it.

The first switch to receive the double-tagged frame removes the first tag from the frame,
and then forwards the frame out. It does this only because the first tag matches a trunk
port native VLAN.

The switch forwards the frame, using the inner 802.1Q tag, out all the switch ports; this
includes all trunk ports configured with the same native VLAN the network attacker con-
nected into. When the frame reaches the second switch, that switch will forward the frame
to the destination, based on the VLAN ID in the second 802.1Q header. If the trunk does
not match the native VLAN of the attacker, the frame would be untagged and flooded to
only the original VLAN.

This type of attack is the reason w